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SUMMARY

Sensitivity kernels for fundamental mode surface waves at finite frequency for 2-D phase speed and 3-D shear wave speed are constructed based on the Born and Rytov approximations working with a potential representation for surface waves. The use of asymptotic Green’s functions for scalar wave equations provides an efficient way to calculate the Born or Rytov kernels. The 2-D sensitivity kernels enable us to incorporate the finite-frequency effects of surface waves, as well as off-great-circle propagation, in tomographic inversions for phase-speed structures. We derive examples of the 2-D sensitivity kernels both for a homogeneous background model (or a spherically symmetric model), and for a laterally heterogeneous model. The resulting distortions of the shape of the sensitivity kernels for a heterogeneous background model indicate the importance of the use of proper kernels to account of the heterogeneity in the real Earth. By combining a set of 2-D sensitivity kernels with 1-D vertical sensitivity kernels for a particular frequency range and taking the inverse Fourier transform, we can derive 3-D sensitivity kernels for surface waves in the time domain. Such 3-D kernels are useful for efficient forward modelling of surface waveforms incorporating finite-frequency effects, and will also enable us to perform direct inversion of surface waveforms into 3-D structure taking account of finite-frequency effects.
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1 INTRODUCTION

The theoretical basis of most surface-wave tomography has been geometrical ray theory. This simplified approach allows us to treat a large number of data to produce 3-D upper mantle models in an efficient manner. One of the well-known limitations of such ray theory is that the theory is no longer valid if the scale length of lateral heterogeneity is close to the wavelength to be used. To overcome this limitation, a number of methods that include the effects of scattering and diffraction in tomographic inversions have been proposed.

Studies on the diffraction and scattering of seismic waves have been tackled by many researchers based mainly on single scattering theory using the Born and Rytov approximations. Tomographic inversion considering the diffraction effects of seismic wave propagation was introduced by Devaney (1984) in the context of exploration geophysics based on his method of diffraction tomography for ultrasound waves. Wielandt (1987) discussed the effects of diffraction on body wave traveltimes, and showed that diffracted waves could have noticeable amplitudes and that the simple ray approximation breaks down in such circumstances.

For surface waves, Yomogida & Aki (1987) initiated tomographic inversion with finite-width kernels derived from an asymptotic formulation in terms of Gaussian beams for surface waves (Yomogida 1985; Yomogida & Aki 1985). They produced 2-D sensitivity kernels for phase-speed structure based on the Born and Rytov approximations and applied them to the reconstruction of phase-speed maps in the Pacific region using both the phase and amplitude of surface waves. Tanimoto (1990) tackled this problem with an alternative approach using potential theory, and indicated how to take account of inter-mode conversion of surface waves. This potential representation was further extended by Tromp & Dahlen (1993) to be able to accommodate local radial eigenfunctions.

Sensitivity kernels for body wave traveltimes or waveforms at finite frequency have been proposed by many researchers (Luo & Shuster 1991; Woodward 1992; Yomogida 1992; Vasco & Majer 1993; Li & Tanimoto 1993; Li & Romanowicz 1995; Marquering & Snieder 1995; Friderich 1999; Marquering et al. 1999; Dahlen et al. 2000; Zhao et al. 2000). Working with such kernels, several tomography models taking account of finite-frequency effects have been proposed (e.g. Li & Romanowicz 1996; Gung & Romanowicz 2004; Montelli et al. 2004). Meier et al. (1997) proposed a way to perform inversion for surface waves considering diffraction effects based on both the WKBJ approximation and the first Born scattering theory of Snieder (1986) and Snieder & Nolet (1987). Marquering et al. (1998) have also used linearized scattering theory to calculate 3-D waveform sensitivity kernels. Marquering et al. (1999) calculated body-wave traveltime kernels using waveform
kernels based upon surface-wave mode coupling. Dahlen et al. (2000) and Hung et al. (2000) reformulated the body wave traveltime kernels using Born scattering for body waves. Zhao et al. (2000) proposed body wave traveltime kernels based on normal mode theory and suggested that the sensitivity on the central ray path is smaller than the surrounding area, but not exactly zero as in the sensitivity kernels derived from the ray theory. There are also several studies tackling more complicated effects of multiple scattering (Friderich 1999; Maupin 2001).


Yoshizawa & Kennett (2002) have recently developed a technique of Fresnel-area ray tracing for surface waves based on the work of Červený & Soares (1992), and obtained paraxial Fresnel areas around the central ray path, introducing the concept of the influence zone in which wavefields are coherent in phase that does not depend on first-order scattering approximation. The influence zone has been applied to the reconstruction of a finite-frequency tomography model in the Australian region (Yoshizawa & Kennett 2004). The major target of the influence zone is somewhat different from the other studies on the surface wave scattering because the influence zone in our definition simply represents the sampling regions around the central ray path, for which surface waves propagating along different paths are coherent in phase. Since the influence zone represents a very narrow region (i.e. one-third of the width of the first Fresnel zone), the full effects of scattering and diffraction in the entire region around the path have not been considered.

In order to investigate how the velocity structure affects the surface wavefield, in this paper, we first derive simple expressions for the sensitivity kernels of surface waves based on the Born and Rytov approximations (e.g. Born & Wolf 1999) using a surface-wave-potential representation following Tanimoto (1990) and Tromp & Dahlen (1993). The general forms of these kernels are similar to those given by Yomogida & Aki (1987), Woodward (1992) and Snieder & Lomax (1996). We then employ asymptotic Green’s functions for explicit formulations of the sensitivity kernels. The Born kernels are directly related to the perturbation of the potentials, whereas the Rytov kernels are related to the logarithm of the potentials, which yields a separation of the log amplitude term and the phase term of the surface wave potential. We show some examples of 2-D sensitivity kernels for surface-wave phase speed in media with both homogeneous and heterogeneous backgrounds.

Furthermore, we develop an efficient way to derive 3-D sensitivity kernels of the fundamental mode surface waves in the time domain, utilizing the 2-D sensitivity kernels for phase speed and the 1-D sensitivity for local shear wave-speed structure. Such time-dependent 3-D kernels represent regions of sensitivity in 3-D space that affect the surface wavefield in three dimensions. The 3-D kernels allow us to directly invert suitably bandpass filtered seismograms for a 3-D shear wave-speed structure.

Recent work by Zhou et al. (2004) proposed 3-D sensitivity kernels for surface-wave observables based on a single scattering theory, presenting several classes of the 3-D sensitivity of surface-wave information measured with a practical method such as a multitaper technique (e.g. Laske et al. 1994). In this study, our major objective is to investigate an alternative approach for constructing sensitivity kernels working with a potential representation for surface waves. We present general descriptions and features of sensitivity kernels for surface-wave phases in a 2-D phase-speed distribution, and for waveforms of surface waves in a 3-D shear wave-speed structure, which enables us to perform direct inversion of observed waveforms. Furthermore, we develop the sensitivity kernels not only for a homogeneous background structure, but also for a heterogeneous background structure.

2 GENERAL EXPRESSIONS FOR SENSITIVITY KERNELS BASED ON SINGLE SCATTERING THEORY

2.1 Born approach

Following Tanimoto (1990) and Tromp & Dahlen (1993), Love and Rayleigh wave displacement fields in laterally slowly varying media can be approximately represented in terms of surface-wave potentials \( \chi \), which satisfy a spherical Helmholtz equation,

\[
\begin{align*}
\mathbf{u}_R &= rU(r)\chi_R + k_R^{-1} V(r)\nabla_1 \chi_R, \\
\mathbf{u}_L &= k_L^{-1} W(r) (\mathbf{r} - \mathbf{r}_s) \chi_L,
\end{align*}
\]

(1)

where \( U, V, W \) are radial eigenfunctions as a function of radius \( r \), \( \mathbf{r} \) is a unit vector defined on a unit sphere, \( \nabla_1 \) is a surface gradient operator, subscript \( R \) stands for Rayleigh waves, and \( L \) for Love waves. Hereafter, we omit these subscripts. We assume smoothly varying media for which the wavelength of surface waves is smaller than the scale length of heterogeneity. The monochromatic surface-wave potential \( \chi \) in laterally heterogeneous media can be expressed as,

\[
\chi(r, \omega|\mathbf{r}_s) = \chi_0(r, \omega|\mathbf{r}_s) + \delta\chi(r, \omega|\mathbf{r}_s),
\]

(3)

where \( \chi_0(r, \omega) \) is a surface-wave potential in a background (reference) model at a frequency \( \omega \), and \( \delta\chi \) is a perturbed potential of surface waves generated by lateral heterogeneity.

The surface-wave potential \( \chi \) corresponds to a scalar-type wave and is written as \( \chi = A \exp(i\psi) \), where the amplitude \( A \) and the phase \( \psi \) are slowly varying functions of locations \( r \). Although the actual surface wavefields in 3-D media should have a vector form as in (1) and (2), the phase term of the surface waves can be represented by surface-wave potentials. This potential representation allows us a reasonable and efficient treatment of the path effects on the phase of surface waves.
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The surface-wave potential $\chi$ satisfies a spherical Helmholtz equation (Tanimoto 1990; Tromp & Dahlen 1993),
\[
\left[ \nabla^2 + k^2(r, \omega) \right] \chi(r, \omega|r_s) = f(r_s, \omega),
\]
(4)
where $\nabla^2$ is the surface Laplacian, $k$ is the wavenumber which is related to surface-wave phase speed $c(r, \omega)$ with $k = \omega/c$, and $f$ is a source term at a position $r_s$.

Using the reference phase speed $c_0(r, \omega)$, (4) can be modified to,
\[
\left[ \nabla^2 + \frac{\omega^2}{c_0^2(r, \omega)} \right] \chi(r, \omega|r_s) = f(r_s, \omega),
\]
(5)
and thus,
\[
\left[ \nabla^2 + k_0^2(r, \omega) \right] \chi(r, \omega|r_s) = k_0^2(r, \omega) \left[ 1 - \frac{c_0^2(r, \omega)}{c^2(r, \omega)} \right] \chi(r, \omega|r_s) + f(r_s, \omega),
\]
(6)
where $k_0(r, \omega) = \omega/c_0(r, \omega)$. Note that we allow spatial variation of the reference wavenumber $k_0$ and the reference phase speed $c_0$. The term in brackets of right-hand side in (6) can be approximated as,
\[
1 - \frac{c_0^2}{c^2} = \frac{c^2 - c_0^2}{c^2} = \frac{2\delta c - (\delta c)^2}{c^2} \approx \frac{2\delta c}{c}, \quad \text{with} \quad \delta c = c - c_0.
\]
(7)
Thus (6) can be reduced to,
\[
\left[ \nabla^2 + k_0^2 \right] \chi(r, \omega|r_s) = \frac{2\delta c}{c} \chi(r, \omega|r_s) + f(r_s, \omega),
\]
(8)
where we omit the dependency of phase speed and wavenumber on location $r$ and on frequency $\omega$. Hereafter, we will omit these variables, unless otherwise specified.

The reference surface-wave potential $\chi_0$ may also be represented by a scalar Helmholtz equation in the reference medium,
\[
\left[ \nabla^2 + k_0^2 \right] \chi_0(r, \omega|r_s) = f(r_s, \omega).
\]
(9)
We now introduce a scalar Green’s function $G(r, \omega|r')$ which satisfies,
\[
\left[ \nabla^2 + k_0^2 \right] G(r, \omega|r') = -\delta(r - r'),
\]
(10)
with a boundary condition of outgoing wave radiation as $r$ moves away from $r'$ (Dahlen 1980). Substituting (3) into (8) and using (9), we obtain
\[
\left[ \nabla^2 + k_0^2 \right] \delta \chi(r, \omega|r_s) = \frac{2\delta c}{c} \chi(r, \omega|r_s).
\]
(11)
With the Green’s function defined in (10), the perturbed surface-wave potential $\delta \chi$ may be expressed as,
\[
\delta \chi(r, \omega|r_s) = \int \int \frac{-2k_0^2\delta c}{c} G(r, \omega|r') \chi(r', \omega|r_s) d^2r',
\]
(12)
where the integration is taken over a sphere. Replacing $\chi$ in the right-hand side of (12) with a reference surface-wave potential $\chi_0$ (the first Born approximation),
\[
\delta \chi(r, \omega|r_s) = \int \int \frac{-2k_0^2\delta c}{c} G(r, \omega|r') \chi_0(r', \omega|r_s) d^2r'
\]
(13)
\[
= \int \int K_\chi(r, r', r_s, \omega) \left( \frac{\delta c}{c} \right) d^2r'.
\]
(14)
This is a general form of a linearized equation for surface-wave perturbations represented as a spatial integral of the phase-speed perturbation.

If we invert surface waveforms for a model parameter $\delta m = \delta c/c$ using (14), the general form of the sensitivity kernels $K_\chi$ for the surface wave potential based on the Born approximation can be represented as,
\[
K_\chi(r, r', r_s, \omega) = \left[ \frac{\delta \chi}{\delta m} \right]_{r_s} = -2k_0^2(r', \omega) G(r, \omega|r') \chi_0(r', \omega|r_s).
\]
(15)
The integral equation (14) shows that the Born kernel $K_\chi$ relates the phase-speed perturbation to the perturbation of the spectrum of the surface-wave potential, which may be caused by lateral heterogeneity. In most linearized surface-wave tomography for phase-speed structure, we generally work with the phase- and amplitude information separately, and so Rytov’s method provides a more direct relation of the phase- and amplitude of surface waves to the model parameters as explained in the next section.

### 2.2 Rytov approach

Now we employ the Rytov approximation for obtaining sensitivity kernels for phase- and amplitude perturbation. In the Rytov method, the logarithm of the wavefield ($\Phi = \ln \chi$) is considered instead of the wavefield itself. We first express the surface-wave potential $\chi$ as,
\[
\chi(r, \omega|r_s) = \exp[\Phi(r, \omega|r_s)]
\]
(16)
\[
= A(r, \omega|r_s) \exp(i \psi(r, \omega|r_s)),
\]
(17)
where $A$ is the amplitude and $\psi$ is the phase term for the surface-wave potential. By taking the logarithm, $\Phi$ can be divided into real and imaginary parts,

$$\Phi = \ln A + i \psi,$$

(18)

where we omit the spatial and frequency dependence. Substituting (16) into (8) yields,

$$[\nabla^2 + k_0^2] \exp[\Phi] = \frac{2 \kappa \delta c}{c} \exp[\Phi] + f.$$

(19)

Using the relationship $\nabla_1^2 \exp [\Phi] = \{ \nabla_1^2 \Phi + (\nabla_1 \Phi)^2 \} \exp[\Phi]$, (19) can be written as,

$$\nabla_1^2 \Phi + (\nabla_1 \Phi)^2 = -k_0^2 \left( 1 - \frac{2 \kappa c}{c} \right) + f \exp[-\Phi].$$

(20)

Now, let us assume a perturbation of $\Phi$,

$$\Phi = \Phi_0 + \delta \Phi,$$

(21)

where $\Phi_0$ is the logarithm of a reference waveform which will satisfy the equation,

$$\nabla_1^2 \Phi_0 + (\nabla_1 \Phi_0)^2 = -k_0^2 + f \exp[-\Phi_0].$$

(22)

Substituting (21) and (22) into (20) and assuming $\Phi_0 \gg \delta \Phi$ yields,

$$\nabla_1^2 \delta \Phi + 2 \nabla_1 \Phi_0 \nabla_1 \delta \Phi = \frac{2 \kappa \delta c}{c},$$

(23)

where we neglect a second-order term. By assuming $\delta \Phi = P(r, \omega) \exp[-\Phi_0(r, \omega)]$, (23) can be reduced to a Helmholtz equation as follows,

$$[\nabla_1^2 + k^2] P(r, \omega) = \frac{2 \kappa \delta c}{c} \exp[\Phi_0].$$

(24)

With the Green’s function introduced in (10), $P$ may be expressed as,

$$P(r, \omega|r_s) = \delta \Phi \exp \Phi_0 = \int \int \frac{2 \kappa \delta c}{c} G(r, \omega|r') \exp[\Phi_0(r', \omega|\omega)] d^2 r'.$$

(25)

Finally, we obtain an integral equation for $\delta \Phi$ using $\chi_0 = \exp[\Phi_0]$,

$$\delta \Phi(r, \omega|r_s) = \int \int \left( \frac{2 \kappa \delta c}{c} G(r, \omega|r') \chi_0(r', \omega|\omega_s) \right) d^2 r'$$

$$= \int \int K_s(r, r', r_s, \omega) \left( \frac{\delta c}{c} \right) d^2 r'.$$

(27)

Thus the sensitivity kernels for $\Phi$ can be given by,

$$K_s(r, r', r_s, \omega) = \left[ \frac{\partial \Phi}{\partial r} \right]_{\omega} = -2 k_0 \frac{G(r, \omega|r') \chi_0(r', \omega|\omega_s)}{\chi_0(r, \omega|\omega_s)}.$$  

(28)

From the relationship (18), the imaginary part of $K_s$ relates the phase-speed perturbation $\delta c$ to the phase perturbation $\delta \psi$ caused by lateral heterogeneity whereas the real part corresponds to the sensitivity for the logarithm of the amplitude term $A$. These are explicitly derived from (27),

$$\delta \psi = \int \int \text{Im} \{ K_s \} \left( \frac{\delta c}{c} \right) d^2 r',$$

(29)

$$\delta \ln A = \int \int \text{Re} \{ K_s \} \left( \frac{\delta c}{c} \right) d^2 r'.$$

(30)

In most surface-wave tomography, the phase perturbation is first measured from observed seismograms, and perturbations are inverted for phase-speed structure. Therefore, the integral eqs (29) and (30) can be used directly for 2-D phase-speed inversion based on the phase- and amplitude measurements for surface waves. In Section 4, we will show examples of the sensitivity kernels mainly focusing on the imaginary part of the Rytov kernels.

### 3 Representation of Sensitivity Kernels with Asymptotic Ray Theory

#### 3.1 WKBJ approximation

The sensitivity kernels derived in the previous section can be explicitly represented by using the WKBJ approximation (e.g. Tromp & Dahlen 1992; Dahlen & Tromp 1998). Tromp & Dahlen (1993) obtained the scalar Green’s function for (10) in a laterally heterogeneous medium.
employing the asymptotic results of Dahlen (1980),
\[ G(r, \omega|r') = \left[ \frac{1}{8\pi k(r)J(r, r')} \right]^{\frac{1}{2}} \exp \left\{ i \int_{l_1} kdr + \frac{\pi}{4} \right\}, \]
where \( J \) is a geometrical spreading factor (\( J = \sin \Delta \) for a spherically symmetric earth, where \( \Delta \) is the epicentral distance), \( l \) represents a ray path from \( r' \) to \( r \). Note that we omit a term associated with the Maslov index (Tromp & Dahlen 1992), which represents the number of caustics along a ray path. Here we only consider surface waves passing along minor arcs (i.e. R1 & G1).

Following the WKBJ theory in Tromp & Dahlen (1992), the reference surface-wave potential \( \chi_0 \) in (15) and (28) may be represented as,
\[ \chi_0(r, \omega|r_s) = \left[ \frac{1}{8\pi k(r)J(r, r_s)} \right]^{\frac{1}{2}} S(r, r_s, \omega) \exp i \left\{ \int_{l_s} kdr + \frac{\pi}{4} \right\}, \]
where \( S(r, r_s, \omega) \) is the source term for a moment tensor source radiated toward \( r \) from the source location \( r_s \), which can be given as the contraction of the moment tensor \( M \) and the conjugate source strain tensor \( E_s^* \) as follows (Dahlen & Tromp 1998, Section 16.5.2),
\[ S(r, r_s, \omega) = -\frac{i}{\omega} (M : E_s^*), \]
which, for Love waves, takes the form
\[ M : E_s^* = i(\delta, W_s - r_s^{-1} W_s) (M_{\theta\theta} \sin \zeta_s - M_{\phi\phi} \cos \zeta_s) \]
\[ - r_s^{-1} k_s W_s \left[ \frac{1}{2} (M_{\theta\theta} - M_{\phi\phi}) \sin 2\zeta_s - M_{\phi\theta} \cos 2\zeta_s \right], \]
and for Rayleigh waves,
\[ M : E_s^* = M_r \partial_r U_s + r_s^{-1} \left( U_s - \frac{1}{2} k_s V_s \right) (M_{\theta\phi} + M_{\phi\theta}) \]
\[ + i \left( \partial_s V_s - r_s^{-1} V_s + r_s^{-1} k_s U_s \right) (M_{\phi\phi} \sin \zeta_s + M_{\theta\theta} \cos \zeta_s) \]
\[ - r_s^{-1} k_s V_s \left[ M_{\theta\phi} \sin 2\zeta_s + M_{\phi\theta} \cos 2\zeta_s \right]. \]
Here \( \zeta_s \) is the take-off azimuth at the source measured counterclockwise from south, \( r_s \) is the radius of the source depth, \( k_s \) is the wavenumber at the source, and \( U_s, V_s \) and \( W_s \) are eigenfunctions at \( r_s \). The notation used for the moment tensor component \( (M_{\theta\theta}, M_{\phi\phi}, M_{\theta\phi}, M_{\phi\theta}, M_{\theta\phi}, M_{\phi\phi}) \) that for the Harvard CMT solutions. We have employed the same normalization convention as used in Tromp & Dahlen (1992). Although we have assumed 2-D scalar wave propagation, the source term \( S \) still requires eigenfunctions at the source location. We may employ a spherical reference model with appropriate crustal corrections for the source location to calculate the eigenfunctions at the source.

Using (31) and (32), the explicit form of the sensitivity kernels (15) and (28) can be derived. For the Born sensitivity kernels,
\[ K_s(r, r', r_s, \omega) = -\frac{k_0}{4\pi} \left[ \frac{1}{J(r, r')J(r', r_s)} \right]^{\frac{1}{2}} S(r, r_s, \omega) \exp \left\{ \int_{l_1} kdr + \int_{l_2} kdr + \frac{\pi}{2} \right\}, \]
where \( l_1 \) and \( l_2 \) show ray paths from \( r' \) to \( r \) and from \( r_s \) to \( r' \), respectively.

Similarly, the explicit expression for the Rylov kernels can be given by,
\[ K_\phi(r, r', r_s, \omega) = -k_0^2 \left[ \frac{1}{2\pi} \right] \left[ \frac{J(r, r_s)}{J(r, r')J(r', r_s)} \right]^{\frac{1}{2}} \frac{S(r', r_s, \omega)}{S(r, r_s, \omega)} \]
\[ \times \exp i \left\{ \int_{l_1} kdr + \int_{l_2} kdr - \int_{l_0} kdr + \frac{\pi}{4} \right\}, \]
where \( l_0 \) represents a ray path from \( r_s \) to \( r \). For practical calculations for these kernels, we may evaluate the geometrical spreading \( J \) by \( J = \sin X \), where \( X \) is the distance along a ray path, and the integrations of wavenumbers along ray paths in laterally heterogeneous structures can be done by an iterative use of two-point ray shooting.

### 3.2 Phase term in the sensitivity kernels

The exponential term in (37) can be replaced by,
\[ \exp \left\{ \psi_1 + \psi_2 - \psi_0 + \frac{\pi}{4} \right\}, \]
where \( \psi = \int kdr \). This phase term may be represented by using the results of the paraxial Fresnel-area ray tracing in the ray centered coordinate system \( (s, n) \) as described in Yoshizawa & Kennett (2002),
\[ \delta \psi_P = \psi_1 + \psi_2 - \psi_0 = \frac{1}{2} n^2 M(s), \]
where \( n \) is a coordinate perpendicular to the ray path, \( s \) is a coordinate along the ray path, and \( M(s) = \frac{\partial^2 \psi_P(s)}{\partial s^2} \) is the second derivatives of phase at \((s,n)\) with respect to the perpendicular distance \( n \) from the central ray. (See eq. 16 of Yoshizawa & Kennett 2002, for details).
The phase term in (38) provides an interesting feature of the ray theoretical sensitivity kernels. Just on the central ray, the distance from the central ray \( n \) in (39) is zero, hence \( \delta \psi_F = 0 \). Thus, the exponential term in (37) is always \( \exp \left( i \frac{\pi}{4} \right) \) on the central ray path and hence the sensitivity for the surface-wave phase will not be zero on the ray, unlike body wave sensitivity kernels with similar approximation. This fact is also pointed out in Spetzler et al. (2002) and Zhou et al. (2004).

Note that the paraxial representation of phase term (39) provides us with the possibility of constructing the sensitivity kernels (37) with a simple calculation using hybrid ray tracing as in Yoshizawa & Kennett (2002). However, the paraxial ray approximation can only be used within the range of the first few Fresnel zones since the paraxial ray theory is only valid near the central ray path. Besides, the paraxial ray approximation provides kernels that are always symmetric with respect to the central paths, because it just depends on the velocity gradient along the path (e.g. Yoshizawa 2002). Thus, it is valid only for very limited cases for laterally homogeneous or slowly varying media. In this study, we avoid the use of the paraxial ray approximation for the phase term, but, in the following section, we calculate all the sensitivity kernels with repeated two-point ray calculations for a number of source–scatterer and scatterer–receiver pairs.

### 4 2-D SENSITIVITY KERNELS FOR SURFACE-WAVE PHASE-SPEED STRUCTURE

In this section, we display examples of sensitivity kernels derived from the Born and Rytov approximation in phase-speed structures.

#### 4.1 Sensitivity kernels in a homogeneous model

We first display the Born and Rytov sensitivity kernels in laterally homogeneous reference model (PREM; Dziewonski & Anderson 1981) for paths from a source near Vanuatu to Australia. Fig. 1 displays the real and imaginary parts of the Born sensitivity kernels for the fundamental-mode Rayleigh wave potential at 0.02 Hz, calculated with the effects of source radiation from a source at 50-km depth shown in Fig. 2. The white area around the great-circle in the imaginary part is equivalent to the first Fresnel zone. Fig. 3 displays the imaginary parts of the Rytov

---

**Figure 1.** (a) Real- and (b) imaginary parts of the Born sensitivity kernels for a surface-wave potential in a homogeneous reference model including the effects of source radiation of fundamental mode Rayleigh wave at 0.02 Hz for paths from Vanuatu to station NW AO. The dotted line is the great-circle.

**Figure 2.** Rayleigh wave radiation pattern for the source parameters used for the calculations of sensitivity kernels. The directions for the two stations, CAN and NW AO, are indicated with dots.
sensitivity kernels, which corresponds to Fréchet derivatives for the phase variation of Rayleigh wave at periods of 0.02 Hz with the effects of radiation from the source.

Since we only consider sensitivity kernels for monochromatic surface waves at a particular frequency and also ignore the directional dependence of surface-wave scattering in our 2-D treatment, there remain conspicuous side lobes in the outer regions for both the Born and Rytov kernels. Such side lobes of the sensitivity kernels can be reduced when directional scattering in a 3-D structure is considered as discussed in Zhou et al. (2004). The side lobes of the kernels are also suppressed when we consider band-limited kernels and only the sensitivities around the lower order Fresnel zones remain (Woodward 1992). This result will be checked through the development of the finite bandwidth kernels in Section 4.3 and the 3-D sensitivity kernels at finite bandwidth in Section 5.

It is worth noting that the longer paths corresponding to the outer oscillations of the sensitivity kernels correspond to time shifts of more than half the period. For a monochromatic wave the $2\pi$ ambiguity in phase maps them into the same oscillation. But, in a real seismogram composed of many frequencies, the influence of the outer lobes will shift to later cycles in the waveform.

In both phase- and amplitude kernels, we see that the maximum sensitivities are not on the centre path nor are they zero there, unlike 3-D sensitivity kernels (banana–doughnut kernels) for body waves based on ray theory (e.g. Yomogida 1992; Dahlen et al. 2000; Hung et al. 2000). The sensitivity varies along the path and the largest sensitivities are seen near the source- and receiver locations. The longer the periods, the wider is the width of the Fresnel zones and the maximum sensitivity becomes somewhat smaller than the shorter period.

The cross-path profiles of the Rytov kernels in Fig. 3 for the middle of the path as a function of the distance from the central path are displayed in Fig. 4. The sensitivity patterns for a path to CAN exhibit an asymmetric amplitude of the sensitivity due to the effects of source radiation (Fig. 4b). On the other hand, for a path to station NWAO, which is located in the direction of the maximum source radiation, the cross-profiles at the middle of the path (Fig. 4a) do not show any conspicuous effect from the radiation pattern, and are almost symmetric with respect to the central path.

In either case, the oscillation cycle of the kernels as a function of the distance from the central path (Fig. 4) is not affected by the source radiation, suggesting that the elliptical patterns of the Fresnel areas simply depend on the background phase-speed structure and that the source radiation only affects the magnitude and the polarity of the sensitivity.

An opposite polarity of the sensitivity kernels due to the initial phase differences of the source radiation is seen on the northeastern side of the source. The results shown in Figs 3 and 4 also suggest that the sensitivity becomes broader for the longer path (i.e. a path for NWAO). Furthermore, we can see that the longer path tends to have somewhat smaller sensitivity in the middle of the path, compared to the shorter path to station CAN. The fact that a longer path tend to have smaller sensitivity can also be anticipated by ray theory, since the sensitivity per unit length (or area) should be conserved.

### 4.2 Sensitivity kernels in phase-speed models

The Born and Rytov sensitivity kernels in (36) and (37) can be calculated for heterogeneous background media. We further investigate the Rytov sensitivity kernels in a fundamental mode Rayleigh wave phase-speed model in the Australasian region at 0.02 Hz derived by Yoshizawa & Kennett (2004).
Figure 4. Cross-profiles of the Rytov sensitivity kernels in Fig. 3 at the middle of the path as a function of distance from the central ray. The phase kernel (imaginary part) is shown by a dotted line and amplitude kernels (real part) by a solid line.

Figure 5. Imaginary part of Rytov sensitivity kernels for fundamental mode Rayleigh wave potential at 0.02 Hz in a Rayleigh wave phase-speed model of Yoshizawa & Kennett (2004) for paths to stations (a) NWAO and (b) CAN. The white dotted line is the great-circle and the solid line the corresponding ray path. All kernels include the effects of source radiation.

For a path to station CAN in Fig. 5(b), the pattern of sensitivity kernels are similar to those for a homogeneous medium in Fig. 3(b). The ray path in this heterogeneous model is not appreciably different from the corresponding great-circle. The similarity of these kernels is also seen in Fig. 6(b), suggesting that there is little effect of the lateral heterogeneity on the sensitivity kernels for this path. This is mainly because that the velocity gradients across the path are smooth around this ray path.

On the other hand, for a path to NWAO in Fig. 5(a), there are some differences from the homogeneous media results shown in Fig. 3(a). The distortion of the sensitivity kernels in the heterogeneous background medium is more apparent in the cross-profile of these kernels in
Figure 6. Cross-profiles of the Rytov sensitivity kernels in Fig. 5 at the middle of the path as a function of distance from the central ray. Phase kernel (imaginary part) is shown by a dotted line and amplitude kernels (real part) by a solid line.

Fig. 6(a). The kernels in Figs 5(a) and 6(a) are no longer symmetric with respect to the central path, although the ray path does not show a significant deviation from the corresponding great-circle.

In Fig. 6(a) for station NWAO, the cross-profile of the sensitivity kernel is slightly elongated toward the left-hand side compared to the right-hand side with respect to the central ray path. This implies differences in the distribution of velocity gradient to the northern and southern sides of the paths to NWAO. It should be noted that the asymmetric amplitudes in the kernels in Fig. 6(b) for station CAN are caused by the effects of source radiation, not by the differences in the velocity distribution in the structure.

The differences between Figs 3(a) and 5(a) indicate the importance of the effects of lateral heterogeneity in the background media for which the sensitivity kernels are evaluated. Thus, the use of sensitivity kernels for a laterally heterogeneous background model is needed to make the perturbations of tomographic models small relative to the background model. Although computationally more expensive than the use of sensitivity kernels for a homogeneous background model, a significant enhancement of the resolution of tomography models can be expected.

4.3 Sensitivity kernels for finite bandwidth

So far, we have displayed several examples of sensitivity kernels for monochromatic surface waves at a single frequency. However, actual phase-speed data are measured not at a single frequency, but with a certain frequency range with an appropriate bandpass filter. In this section, we discuss the sensitivity kernels by taking a weighted average over certain frequency ranges with narrow band Gaussian filters shown in Fig. 7.

Fig. 8 displays finite bandwidth sensitivity kernels for a homogeneous reference model for the same path as in Fig. 3, and Fig. 9 displays the cross-profiles of Fig. 8. Narrow band Gaussian filters around 0.02 Hz and 0.01 Hz (Fig. 7) are used to construct these finite bandwidth kernels.

The side lobes, which are apparent in Fig. 3, are suppressed in Fig. 8 and just the structural sensitivity near the first few Fresnel zones remains. For the lower frequency range around 0.01 Hz in Figs 8(c) and (d), the width of the Fresnel zones becomes wider, since the horizontal extent of the sensitivity kernels depends on the phase speed at the corresponding frequency in the background structure. It should be noticed that, in this example, the maximum amplitude of the sensitivity kernels at 0.01 Hz is somewhat smaller than that at 0.02 Hz. This is mainly due to the wavenumber-dependent term in (37); that is, the amplification factor by $k_0^{3/2}$. The wavenumber $k_0$ at 0.01 Hz is less than half of that at 0.02 Hz, and thus the $k_0^{3/2}$ term at 0.01 Hz becomes nearly one-third that at 0.02 Hz.
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Figure 7. Gaussian band-pass filters centred at 0.01 Hz and 0.02 Hz, which are used to calculate the finite bandwidth kernels in Fig. 8.

Figure 8. Finite bandwidth sensitivity kernels (imaginary part of the Rytov kernels) of fundamental mode Rayleigh wave potential for a homogeneous reference model, calculated by using narrow band Gaussian filters in Fig. 7 at (a, b) 0.02 Hz and (c, d) 0.01 Hz including the effects of source radiation for paths from Vanuatu to stations (a, c) NWAO and (b, d) CAN. The dotted line is the great-circle.
5 EXTENDED 3-D SENSITIVITY KERNELS

So far, we have mainly focused on the sensitivity kernels for phase-speed structures in the frequency domain. Utilizing these 2-D kernels, in this section, we further extend the kernels to a 3-D case in the time domain, which directly relate the waveform perturbations and shear wave-speed perturbations.

5.1 Formulation

As shown in Section 2, using the Born approximation, a perturbation of the surface-wave potential can be expressed in terms of sensitivity kernels for phase-speed structure,

$$\delta \chi(r, \omega) = \int \int K_{\chi}(r') \frac{\delta c(r', \omega)}{c} d^2 r'. $$

(40)

Recalling eqs (1) and (2), the perturbation of surface-wave potentials can be related to the displacement field with a vector operator. Utilizing the expression for the Born sensitivity kernel for the surface-wave potential $K_{\chi}$, we can construct waveform sensitivity kernels $K_u$ for surface waves as discussed in Appendix A. We now consider a sensitivity kernel for a vertical waveform, $K_u$. The vertical component of the waveform perturbation, $\delta u$, can then be given as,

$$\delta u(r, \omega) = \int \int K_u(r') \frac{\delta c(r', \omega)}{c} d^2 r'. $$

(41)

where $K_u$ is given explicitly in Appendix A.

Local phase-speed perturbations can be expressed in terms of 1-D sensitivity kernels for a reference Earth model and local shear wave-speed perturbations $\delta \beta$,

$$\frac{\delta c(r, \omega)}{c} = \int_0^a K_{\beta}(r, \omega) \frac{\delta \beta(r, \omega)}{\beta} dr,$$

(42)

where $K_{\beta}(r, \omega) = (\beta/c) [\partial c/\partial \beta]$ is a local 1-D sensitivity kernel to shear wave speed (Takeuchi & Saito 1972; Dahlen & Tromp 1998), and the integration is taken over the Earth’s radius $a$. Some examples of 1-D sensitivity kernels $K_{\beta}$ are given in Fig. 10 together with the sensitivity kernels to $P$-wave speed ($K_P$) and density ($K_\rho$). Since the contribution of $P$-wave speed and density to surface-wave-phase speed is not as significant as that of shear wave speed, we consider just the shear wave-speed perturbation in (42).

Substituting (42) into (41), we can derive a linearized relationship between waveform perturbation and a local shear wave-speed perturbation as follows,

$$\delta u(r, \omega) = \int \int d^2 r' \int dr K_u(r', \omega) K_{\beta}(r, \omega) \frac{\delta \beta(r', r)}{\beta}. $$

(43)
Taking the inverse Fourier transform of the above yields 3-D sensitivity kernels in the time domain as follows,

\[
\delta u(r, t) = \frac{1}{2\pi} \int \delta u(r, \omega) \exp(i\omega t) d\omega
\]

\[
= \frac{1}{2\pi} \int d^2r' \int dr \int d\omega K_u(r', \omega)K_\beta(r, \omega) \exp(i\omega t) \frac{\delta \beta(r', r)}{\beta}
\]

\[
= \int \int d^2r' \int dr K^{3D}(r', r, t) \frac{\delta \beta(r', r)}{\beta},
\]

(44)

where the 3-D kernel can be expressed as,

\[
K^{3D}(r', r, t) = \frac{1}{2\pi} \int d\omega K_u(r', \omega)K_\beta(r, \omega) \exp(i\omega t).\]

(45)

This expression for the 3-D kernel provides us with a direct linearized relationship between shear wave-speed perturbation \(\delta \beta\) and waveform perturbation \(\delta u\) in the time domain for a particular frequency range. Such 3-D kernels allows us to invert the perturbations in observed waveform into 3-D shear wave-speed structure taking account of the effects of finite frequency, without the intermediary process of phase-speed measurements.

### 5.2 Examples of 3-D sensitivity kernels in the time domain

Here we show examples of 3-D waveform sensitivity kernels for the vertical component of the fundamental-mode Rayleigh waves. For simplicity in numerical computation, we focus on the behaviour of the kernels in a laterally homogeneous background structure. The path is the same as in Fig. 1.

Fig. 11 displays a synthetic seismogram for a reference model at an epicentral distance of 48.8 degrees as well as the evolution of the waveform sensitivity kernels as a function of time. The frequency range used to calculate the kernel is from 0.010 to 0.033 Hz. PREM is used as the reference model and the source depth is at 50 km. Horizontal slices at 94-km depth and vertical cross-path sections at the middle of the paths are displayed in Fig. 11. At the initial portion of the fundamental-mode Rayleigh wave at an elapsed time of 1400 s (Fig. 11a), sensitivity is concentrated around the centre path. With the passage of Rayleigh waves across the station, as marked on the synthetic seismogram, the regions of sensitivity gradually spread out from the path toward the outer regions, retaining strong sensitivity near the source and receiver regions (Figs 11b and c). For the later portion of the Rayleigh wave train the sensitivity to structure near the central ray path is weakened, thereby enhancing sensitivity to structure in regions well away from the ray path. The higher frequency components with greater sensitivity to shallow depths are concentrated near the central paths. In contrast, the lower frequency waves, with higher phase speed, are primarily sensitive to structure in the outer regions. This effect gives rise to the distinctive shape of the lower boundary of the region of maximum sensitivity to structure in Fig. 11(d).

Fig. 12 shows instantaneous sensitivity kernels at 1420 s with different frequency ranges and filtered synthetic seismograms. The lower the frequency range, the wider is the area of sensitivity, that corresponds to the low-order Fresnel zones. This is mainly because phase speeds for lower frequency waves in the background structure are faster than those for higher frequency waves, as we have already seen for the band-limited sensitivity kernels in Section 4.3. The results for the vertical slice at the middle of the path indicate that the Rayleigh waves at lower frequency have more sensitivity to deeper structure, while those at higher frequency dominate the sensitivity to the shallower depth. The maximum amplitude of the sensitivity kernel for higher frequency range (0.02–0.03 Hz) in Fig. 12(c) is more than 60 times larger than that for the lower frequency range shown in Fig. 12(a). (The amplitude of the corresponding waveforms in Fig. 12 are normalized so that each waveform has the equal maximum amplitude.) Lower frequency waves (e.g. lower than 0.01 Hz) are rather weakly radiated from a source at 50-km depth, compared to the higher frequency waves (e.g. higher than 0.02 Hz), which have noticeable sensitivity to the shallower part of the mantle.
Figure 11. A synthetic waveform for the vertical component of fundamental mode Rayleigh waves in a homogeneous medium, and snapshots of 3-D sensitivity kernels as a function of time. Sections through the 3-D sensitivity kernels are shown for a set of horizontal slices at 94-km depth (left column) and vertical cross-sections at the middle of path (right column) for times (a) 1400 s (b) 1420 s, (c) 1440 s, and (d) 1500 s. The frequency range is 0.010–0.033 Hz.

6 DISCUSSION

We have derived 2-D sensitivity kernels for surface wave phases and 3-D sensitivity kernels for surface waveforms, based on single scattering theory with the Born and Rytov approximations using a surface-wave-potential representation. The sensitivity kernels shown in this paper will
Figure 12. Instantaneous 3-D waveform sensitivity kernels at 1420 s with various frequency ranges: (a) 0.005–0.01 Hz, (b) 0.01–0.02 Hz and (c) 0.02–0.03 Hz. The amplitude of the displayed waveforms are normalized so that they share the common maximum amplitude. Note that the maximum amplitude of the sensitivity kernels differs between the frequency ranges mainly because of the differences in the radiated energy at the source.

be helpful to take account of the effects of scattered and diffracted waves from a wide region around the path, which cannot be fully treated with an approximate description of the influence zone (Yoshizawa & Kennett 2002).

For monochromatic waves at a particular frequency, the first-order sensitivity kernels extend over a wide region with very little decrease in the magnitude of the sensitivity away from the central ray path. However, the outside portion of the sensitivity is suppressed in finite bandwidth kernels constructed by superposition of monochromatic sensitivity kernels modulated by a narrow band Gaussian filter response. Also, in the 3-D kernels, the outer parts of the sensitivity zone only affect the later portion of the surface waves. The main portion of the surface waves is sensitive just to the wave-speed structure around the low-order Fresnel zones near the nominal ray path. The later portion of the seismograms can overlap with the scattered signals, and such scattered phases may not be distinguishable in an observed waveform as the surface waves are dispersed. Thus, the use of finite-frequency kernels is important for inversions for a velocity structure when using higher frequency surface waves, which are likely to be affected by scattered phases in the crust and the uppermost mantle.

The Rytov kernels for station NWAO in the laterally heterogeneous structure imply that the effects of strong lateral velocity gradients can significantly affect the shape of the sensitivity kernels. Thus, care must be taken when we use such kernels for higher frequency surface waves.
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It should be noted that both the Born and Rytov kernels obtained in this study are based on the use of surface-wave potentials, which corresponds to a scalar wave representation, and the WKBJ approximation. Both the WKBJ and potential theories have similar limitations in the requirement for the background medium to be slowly varying. Thus, mode-branch coupling or the directional dependency of the scattered waves are not fully treated here. The linearized scattering theory of Snieder (1986) and Snieder & Nolet (1987), employed by Zhou et al. (2004), can be used to construct surface-wave sensitivity kernels that take account of the coupling between low-order mode branches. However, for a full treatment of these effects, we may need to work with 3-D shear wave-speed models as in Marquering et al. (1998, 1999) rather than with phase-speed models, although it would then be more complicated to incorporate the effects of off-great-circle propagation (cf. Kennett 1998).

The 2-D and 3-D sensitivity kernels obtained in this study can be calculated fairly efficiently in homogeneous media, although the kernels for laterally heterogeneous models require somewhat heavier computation. The 3-D sensitivity kernels relate the perturbation of observed waveforms directly to shear wave-speed perturbation in three dimension. Thus, it is feasible to perform direct inversion of observed waveforms with suitable multiple bandpass filters for a 3-D shear wave structure, taking account of the effects of finite frequency.
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APPENDIX A: WAVEFORM SENSITIVITY KERNELS

The 2-D waveform sensitivity kernels for surface waves in Section 5 can be represented by using the expressions of the Born sensitivity kernels for surface-wave potentials $K_\chi$ explained in Sections 2 and 3. With the vector operator in eqs (1) and (2), the total perturbed wavefield $\delta u$ can be given by working with perturbed surface-wave potentials for both Rayleigh and Love waves as

$$\delta u(r, \omega) = [rU(r, \omega) + k_R^{-1} V(r, \omega) \nabla_1] \delta \chi_R(r, \omega) - k_L^{-1} W(r, \omega) r \times \nabla_1 \delta \chi_L(r, \omega).$$  \tag{A1}

Hereafter we omit the variable dependency on the frequency $\omega$.

Using the linearized equation for potential perturbation (40), (A1) can be represented as,

$$\delta u(r) = \int \int [rU(r) + k_R^{-1} V(r) \nabla_1] K_R^\chi(r') \left( \frac{\delta \chi(r')}{c} \right)_R d^2r' - \int \int k_L^{-1} W(r) r \times \nabla_1 K_L^\chi(r') \left( \frac{\delta \chi(r')}{c} \right)_L d^2r',$$  \tag{A2}

where superscripts and subscripts $R$ stand for Rayleigh waves and $L$ for Love waves. Replacing the horizontal gradient terms at the receiver location by working with the wavenumber vector of a scattered wave $k' = \nabla_1 \psi'$ ($\psi'$ is a phase for a scattered wave) that is scattered at a location $r'$ and arrives at the receiver (Fig. A1), (A2) can be expressed as,

$$\delta u(r) = \int \int [rU(r) + i k' V(r)] K_R^\chi(r') \left( \frac{\delta \chi(r')}{c} \right)_R d^2r' - \int \int r \times k' W(r) K_L^\chi(r') \left( \frac{\delta \chi(r')}{c} \right)_L d^2r',$$  \tag{A3}

where $\hat{k}' = (k'/k)$ is a unit wavenumber vector representing the direction of propagation of a scattered wave at the receiver. Note that we have dropped the subscripts $R$ and $L$ for the wavenumber vectors.

Considering the direction of scattered waves at the receiver as shown in Fig. A1, each component of the waveform perturbation $\delta u = (\delta u, \delta v, \delta w)$ for vertical, radial and transverse component (defined as in Fig. A1) can be represented as follows,
\[ \delta u = \int \int U(r)K^R \left(\frac{\delta c}{c}\right)_R d^2r', \]  
\[ \delta v = \int \int \left\{ iV(r) \cos \xi K^R \left(\frac{\delta c}{c}\right)_R + iW(r) \sin \xi K^L \left(\frac{\delta c}{c}\right)_L \right\} d^2r', \]  
\[ \delta w = \int \int \left\{ -iW(r) \cos \xi K^L \left(\frac{\delta c}{c}\right)_L + iV(r) \sin \xi K^R \left(\frac{\delta c}{c}\right)_R \right\} d^2r', \]

where \( \xi \) is the angle of the wavenumber vector \( \mathbf{k}' \) measured counter-clockwise from the great-circle direction as in Fig. A1. The directional dependence of the horizontal component is similar to the receiver term derived by Zhou et al. (2004). The 2-D waveform sensitivity kernels for each component \( K = (K_u, K_v, K_w) \) can thus be summarized as,

\[ K^R_u = U(r)K^R \]  
\[ K^R_v = iV(r) \cos \xi K^R, \quad K^L_v = iW(r) \sin \xi K^L, \]  
\[ K^R_w = iV(r) \sin \xi K^R, \quad K^L_w = -iW(r) \cos \xi K^L. \]  

Working with the local 1-D sensitivity kernels (42), the waveform sensitivity kernel can be used to obtain the 3-D sensitivity kernels as explained in the Section 5.1.