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[1] We assessed the accuracy of earthquake source parameters inverted from simulated Interferometric Synthetic Aperture Radar (InSAR) data. Using focal mechanisms of Australian earthquakes (1959 to the present), we simulated synthetic two-pass InSAR observations with realistic spatial noise derived from the characteristics of actual ERS-2 and ENVISAT InSAR data observed over Australia. The precision of two-pass satellite SAR interferometry with ERS-2 and ENVISAT SAR data in the Australian region can approach ±2 mm (1\(\sigma\)) and is routinely at the ±4 mm level. The use of spatially correlated observational weights has minimal impact on the accuracy of earthquake source parameters inverted from InSAR data. In most cases single geometry (i.e., ascending or descending) InSAR observations can be used to accurately determine earthquake source parameters, although typically a combined geometry reduces the source parameter uncertainties by a factor of 1.5. In general, earthquakes of magnitude <4.8 are unlikely to be observable by InSAR although very shallow events would be detectable. InSAR is insensitive to magnitude 6.2 earthquakes deeper than 10 km, and magnitude 5.5 deeper than 6 km. For earthquake magnitudes ≥5.8 (average depth 6.5 km) we could estimate the epicenter of the rupture with an average accuracy of 0.25 km, depth to within 0.5 km and the fault orientation to better than 2°. Our findings, based on simulated Australian earthquakes, are representative of typical intraplate earthquakes and would be valid in many other regions. To date no actual earthquakes have been observed by InSAR in Australia.


1. Introduction

[2] The estimation of earthquake source parameters from seismic data depends strongly on the data type used, the inversion technique and the complexity of the rupture process [e.g., Delouis et al., 2002; Salichon et al., 2003]. Epicenters and origin times are often poorly separated and, as a result, many estimates have large uncertainties, in particular in depth [Wright, 2002]. Interferometric Synthetic Aperture Radar (InSAR) has been widely used for the investigation of earthquakes, in particular to estimate the earthquake source parameters (epicenter, depth, fault dimension, strike, dip, average slip and moment) [Pedersen et al., 2003]. InSAR provides high spatial resolution of surface deformation [e.g., Massonnet and Feigl, 1995; Shamir et al., 2003; Salichon et al., 2003] and can provide good constraints on the epicenters and depths of events [Baumont et al., 2004; Bos et al., 2004]. However, the errors associated with InSAR observations are not well understood [Feigl, 2002] nor are the errors in InSAR-derived earthquake source parameters.

[3] Arnadottir et al. [1992] showed that incorrectly modeled (geodetic) observation correlations can bias earthquake source parameter estimates. The treatment of InSAR observational errors in geophysical modeling applications varies considerably. Some studies have assigned equal weights to all observations in their analysis [e.g., Amelung and Bell, 2003; Schmidt and Burgmann, 2006] while others have used spatially uncorrelated observational weights (i.e., diagonal covariance matrices) [e.g., Pritchard and Simons, 2002; Simons et al., 2002; Wright et al., 2004]. More sophisticated approaches have included the use of realistic spatially correlated noise, assuming that the spatial process is stationary and isotropic [Wright et al., 2004; Funning et al., 2005; Lohman and Simons, 2005b].

[4] The assessment of the uncertainties and parameter trade-offs of estimated earthquake source parameters, derived from InSAR observations, can be undertaken by inverting a series of simulated interferograms with realistically correlated noise. Such assessments have been completed for a number of specific earthquakes [Wright et al., 2004; Funning et al., 2005; Lohman and Simons, 2005a; Talebian et al., 2006], but not for a broad general set of events. The sensitivity of InSAR to detect and characterize small events has also only received limited attention [Mellors et al., 2004; Lohman and Simons, 2005b].
[5] In this study we assessed the use of InSAR for earthquake source parameter determination, through the simulation and inversion of a range of representative earthquakes in Australia. Specifically, the aims of this paper were (1) to investigate spatial noise structures in Australian interferograms, (2) to quantify the importance of the treatment of InSAR observational noise in earthquake source parameter inversions, (3) to assess typical elastic dislocation modeling for earthquake source parameter inversions from InSAR data, and (4) to quantify the event types and range of earthquake magnitudes and depths to which InSAR is sensitive and the accuracy of the InSAR-derived models for the earthquakes.

2. Synthetic Aperture Radar

2.1. Background

[6] Synthetic Aperture Radar (SAR) is a space geodetic technique that has been widely used for the construction of digital elevation models and the detection of small deformations of the Earth’s surface. Extensive literature exists [see the reviews by Massonnet and Feigl, 1998; Zebker, 2000] and will not be explained in detail here. The typical spatial resolution of a satellite SAR image is approximately 20 × 20 m, with an image swath of around 100 km. Geophysical applications to measure surface deformation using SAR began in the early 1990s and considerable research has focused on surface deformation due to natural processes such as earthquakes [e.g., Simons et al., 2002; Massonnet et al., 1996].

[7] The formation of interferometric and amplitude-matched SAR images from the combination of two or more images (before and after an earthquake) results in the observation of relative surface deformation within the images. Previous studies indicate that, while the accuracy of the technique depends on the specifics of individual image pairs, in low vegetation conditions and with good temporal coverage InSAR can produce interferometric observations (i.e., target to satellite line-of-sight) with a precision of ±1 cm and radar amplitude observations (i.e., in the radar azimuth direction) with a precision of ±10–50 cm [e.g., Michel et al., 1999; Fialko et al., 2001; Funning et al., 2005]. In this present study we focus on Interferometric SAR (InSAR) observations.

2.2. Quantifying Typical InSAR Noise for the Australian Region

[8] InSAR observations contain phase noise caused by, for example radar system noise, atmospheric propagation effects, temporal decorrelation (i.e., resulting from the Earth’s surface radar scattering properties changing with time), spatial decorrelation (i.e., resulting from non-zero perpendicular distance between orbit trajectories), platform position error and processing error (e.g., misregistration noise) [Zebker and Villasenor, 1992; Gatelli et al., 1994; Burgmann et al., 2000]. Temporal decorrelation can be minimized through the selection of images with small temporal separation while spatial decorrelation can be minimized through the selection of images with small baseline differences (i.e., the distance between the satellite locations at the time the two images were taken). Differences in the Doppler-centroid frequency between acquisitions also contributes to observation noise [Just and Bamler, 1994]. Incorrect phase unwrapping can also be a significant source of error [Ghiglia and Pritt, 1998].

[9] Early investigations of InSAR observational error included the analysis of the spatial spectrum of InSAR data observed in Southern California [Goldstein, 1995] and Hawaii [Zebker et al., 1997]. These studies revealed that a significant portion of the observed error could be explained by atmospheric turbulence. Williams et al. [1998] applied a covariance model, in space and time, using results originally obtained from Very Long Base Interferometry (VLBI) to InSAR. Later, Hanssen [2001] used data observed in the Netherlands to develop one-dimensional (1D) covariance functions for InSAR data by radially averaging a two-dimensional (2D) autocorrelation function obtained using the data power spectrum. These studies clearly demonstrate the spatially correlated nature of noise in InSAR analyzes.

[10] From spectral analyzes and geostatistical techniques, we characterized the typical spatial variability of InSAR data from the ERS-2 and ENVISAT satellites from 1995 to the present (see Table 1). We then generated synthetic noise models that were consistent with typical spatial correlations observed in actual InSAR data, such as noise resulting from the propagation delay of radar observations through the neutral atmosphere [e.g., Williams et al., 1998].

[11] We analyzed pairs of SAR images using the EV- InSAR ATLANTIS software [Atlantis-Scientific, 2004]. A 3 arc second digital elevation model from the Shuttle Radar Topography Mission (SRTM) was used to correct for topographic phase and a bilinear phase ramp was removed from each interferogram to account for orbital errors. There is no explicit evidence of surface deformation in any of the analyzed interferograms and no seismic events were recorded in the study area during the period covered by the SAR images. Therefore we assumed that the interferograms consisted of observational noise alone.

[12] Interferograms #2, #7 and #11 have low coherence (Table 1) and we excluded them from further analysis. Good interferograms are formed when the satellite baseline (B) is less than 580 m and the temporal separation (Δt) is less than 175 days. We suggest that these values represent appropriate limits for the generation of interferograms in Australian conditions. The standard deviations of the line-of-sight observations (σlos) in the assessed interferograms range from 2.7 to 8.5 mm, with a mean value of 4.7 mm.

[13] In Figure 1 we show a poor and a good quality interferogram (#14 and #8). The circular features in the center of Figure 1a are associated with atmospheric water vapor present in one SAR image that are not present in other spatially and temporally overlapping interferograms (not shown). These features result in interferogram-equivalent variations of ~45 mm line-of-sight range changes and are approximately 5 km in diameter. We used the noise characteristics of this image to represent a worst case scenario. The low coherence ‘paddock-shaped’ areas in Figure 1b are associated with agricultural activity in the Burakin area.

[14] We computed two-dimensional Fourier transforms of each unwrapped line-of-sight interferogram and the resultant power spectrum in the radial direction (Figure 2). While the absolute power of the noise power spectrum varies, the power law structure is consistent in all interferograms. On spatial scales of 0.5 to 2 km, the spectral slopes are
approximately 5/3, consistent with atmospheric turbulence and previous InSAR investigations [Hanssen, 2001; Jonsson, 2002]. On spatial scales smaller than ~0.5 km the spectrum is dominated by noise associated with the radar instrument and radar analysis [Goldstein, 1995; Jonsson, 2002].

[15] Assuming that the noise is spatially stationary and isotropic, we evaluated the covariance functions of the unwrapped line-of-sight interferograms using the structure function [e.g., Agnew, 1992; Williams et al., 1998; Lohman and Simons, 2005a]:

\[
S(r) = E \left( (f(x) - f(x + r))^2 \right)
\]

where \(E[\cdot]\) is the ensemble average, \(r\) is the scalar distance between two observations (i.e., \(r = |r|\)) and \(f(x)\) is the observation at some position \(x\). The covariance function, \(C_n(r)\), was then related to the structure function by [Cressie, 1993]:

\[
C_n(r) = \sigma^2 - S(r)/2
\]

where \(\sigma^2\) is the variance of noise. In this study these covariance functions are subsequently used to weight the InSAR observations.

[16] We evaluated covariance functions (Figure 3) in the spatial domain using large data samples [Lohman and Simons, 2005a], fitting nested variogram models to the sample variograms by non-linear weighted least squares [Cressie, 1993]. The Tennant Creek interferograms #14 and #16 (Table 1) (which include the common scene containing considerable atmospheric delay effects) produce covariance functions with the two largest magnitudes, as expected.

### 3. Earthquake Modeling

#### 3.1. Simulated Earthquakes

[17] While the majority of global earthquakes occur at plate boundaries, intraplate earthquakes contribute ~5% of approximately -5/3, consistent with atmospheric turbulence and previous InSAR investigations [Hanssen, 2001; Jonsson, 2002]. On spatial scales smaller than ~0.5 km the spectrum is dominated by noise associated with the radar instrument and radar analysis [Goldstein, 1995; Jonsson, 2002].

[15] Assuming that the noise is spatially stationary and isotropic, we evaluated the covariance functions of the unwrapped line-of-sight interferograms using the structure function [e.g., Agnew, 1992; Williams et al., 1998; Lohman and Simons, 2005a]:

\[
S(r) = E \left( (f(x) - f(x + r))^2 \right)
\]

where \(E[\cdot]\) is the ensemble average, \(r\) is the scalar distance between two observations (i.e., \(r = |r|\)) and \(f(x)\) is the observation at some position \(x\). The covariance function, \(C_n(r)\), was then related to the structure function by [Cressie, 1993]:

\[
C_n(r) = \sigma^2 - S(r)/2
\]

where \(\sigma^2\) is the variance of noise. In this study these covariance functions are subsequently used to weight the InSAR observations.

[16] We evaluated covariance functions (Figure 3) in the spatial domain using large data samples [Lohman and Simons, 2005a], fitting nested variogram models to the sample variograms by non-linear weighted least squares [Cressie, 1993]. The Tennant Creek interferograms #14 and #16 (Table 1) (which include the common scene containing considerable atmospheric delay effects) produce covariance functions with the two largest magnitudes, as expected.

### 3. Earthquake Modeling

#### 3.1. Simulated Earthquakes

[17] While the majority of global earthquakes occur at plate boundaries, intraplate earthquakes contribute ~5% of...
global seismic moment release [Scholz, 1990]. Despite Australia being largely regarded as a ‘stable’ plate, large earthquakes occur, with 17 magnitude >6 earthquakes recorded since the installation of seismometers in 1901 [McCue, 1990; Leonard et al., 2002]). Satellite SAR observations of the Australian continent have been made since 1991 from various multiyear, temporally overlapping satellite missions, including ERS-1, ERS-2, JERS-1, RADARSAT and ENVISAT. While highly successful in many international contexts, InSAR has not been utilized to investigate any Australian earthquakes, although its potential to do has been previously noted by Ge et al. [2002]. Unfortunately, the ERS SAR data coverage in Australia is limited and has not observed any earthquakes in the period since the launch of the ERS-1 satellite. Therefore we are restricted to only simulations in this study.

We used earthquakes and fault plane solutions detailed by Leonard et al. [2002] to simulate surface deformation patterns in the InSAR interferograms. The data set includes 84 earthquakes with magnitudes that range from 2.4 to 6.7, although we discarded earthquakes that did not generate surface deformation detectable by InSAR. Any errors in the actual locations of the events can be ignored, since we wish only to simulate then attempt to recover a deformation signal. We ensured that all modeled earthquakes were not below the average seismogenic layer. Where the subsequent fault plane estimates extended above the surface, the fault depth was adjusted (i.e., increased) so that the rupture was contained within the crust.

Using earthquake moment $M_w$, strike, rake, dip and empirical relations, we derived the fault dimensions and slip on which we based our elastic dislocation modeling. We subsequently estimated the fault width, length and slip. We adopted the regressions of Wells and Coppersmith [1994] as a basis for the computation of the fault dimensions:

$$ \log_{10}(W/1000) = -1.01 + 0.32M_w $$

(3)

and

$$ \log_{10}(L/1000) = -2.44 + 0.59M_w $$

(4)

where $W$ is the fault width (m) and $L$ is the fault length (m), using the regression coefficients for all event types. Such empirical relationships are not well constrained for small magnitude earthquakes, however the computed fault dimensions remain physically plausible, so for consistency we used them for all magnitude earthquakes.

The seismic moment, $M_0$, is then computed using the magnitude relation [Hanks and Kanamori, 1979]:

$$ \log_{10}(M_0) = 3/2(M_w + 10.7). $$

(5)

The average slip (m), $U$, is computed using the relationship between seismic moment and the fault dimensions [Aki and Richards, 2002]:

$$ U = \frac{M_0}{\mu LW} $$

(6)

where $\mu$ is the shear modulus of the Earth’s crust (in this study we adopted $\mu = 30$ GPa). We assume that the Earth’s crust is well modeled as a Poisson solid. All faults were assumed to be double-couple sources without tensile components and all earthquakes are assumed to have a single rectangular rupture patch with constant slip over the
entire surface. That this is unrealistic has little impact on the simulation results.

3.2. Simulated Deformation

[22] Given the relative data volumes of observed ERS-1/2 and ENVISAT data over Australia, we adopted the general characteristics of these satellites for our simulations. In the synthetic interferograms each fringe (or full color cycle) represents the line-of-sight range change of one half of the radar instrument wavelength, \( \lambda \) (i.e., ERS-1/2 \( \lambda = 56.6 \) mm, ENVISAT \( \lambda = 56.2 \) mm). In Australia, a typical look direction (target-to-satellite) for an ERS or ENVISAT descending orbit swath is azimuth = 103° and elevation = 67°, while for an ascending orbit the look direction is azimuth = 257° and elevation = 67°, line-of-sight displacements (and the corresponding phase observations) were computed using the RINGCHN software [Feigl and Dupre, 1999], based on the elastic dislocation models of Okada [1985]. We simulated the deformation directly in the interferogram rather than in the raw radar data followed by subsequent interferometric analysis.

[23] In the ideal case, phase gradients greater than one fringe per pixel result in total loss of coherence [Massonnet and Feigl, 1998; Hanssen, 2001] but in the presence of observation noise the decorrelation limits are more stringent. We adopted an empirically derived function of maximum phase gradient [Baran et al. 2005]:

\[
d_{\text{max}} = \frac{\lambda}{2\eta} + \frac{2 - 1}{500}
\]

(7)
to provide a limit on the observation availability, using a typical average coherence value (\( \gamma = 0.7 \)) and a pixel size of \( \eta = 20 \) m to define our maximum gradient \( d_{\text{max}} = 0.8 \times 10^{-8} \). In the cases where the phase gradient exceeds this limit the affected simulated data is masked from further analysis.

3.3. Earthquake Detection

[24] The InSAR observation of earthquakes is highly dependent on both the earthquake magnitude and depth. In the case of noise-free interferograms, 19 earthquakes were identified that have modeled displacements detectable from InSAR observations (Table 2 and Figures 4 and 5a). No earthquakes of \( M_w < 4.8 \) were detectable (the shallowest undetected small earthquake that we simulated was at 1.3 km depth). Earthquakes of \( 4.8 < M_w < 6.2 \) were detected, although all occurred at relatively shallow depths (<\(~6) km). All recorded \( M_w > 6.2 \) earthquakes were clearly visible down to depths of ~15 km. Nine of the 19 detected earthquakes have occurred in the South West Seismic Zone (~50%) in Western Australia. A further 4 earthquakes occurred in the Tennant Creek region with the remaining 6 events occurring in various other localities across the continent.

3.4. Simulated Noise and Inversions

[25] To make the earthquake inversion process more realistic we adopted the Burakin (#8) and Tennant Creek (#14) interferograms (from section 2.2) as the basis of low and high noise modeling scenarios. In the low observation noise scenario all the 19 identified earthquakes (with \( M_w > 4.8 \)) are clearly visible (Figure 5b) whereas only earthquakes with \( M_w > 5.8 \) are clearly visible in the high observation noise scenario (Figure 5c).

[26] For each earthquake, a series of low and high noise synthetic interferograms was generated, consisting of 100 synthetic noise-only interferograms. The simulated data series were generated by non-conditional simulation [Cressie, 1993] with the variogram modeling being undertaken on the interferograms prior to the addition of the deformation. While the variogram modeling was undertaken on unwarped data the effects of phase unwrapping error are largely neglected, and considered out of the scope of this paper. We inverted each of the 100 simulated noise-plus-deformation interferograms for each earthquake to estimate the parameters describing the earthquake. The scatter of the
estimates - and any biases away from the true values - provides insight into the actual ability of InSAR analysis to estimate earthquake parameters under good and poor noise conditions.

Unsurprisingly it was not possible to obtain realistic estimates of both the fault patch dimension and slip magnitude for the smaller earthquakes. For earthquakes $M_w \leq 5.5$ the rupture fault patch was constrained to be a square rather than estimating the length and width of the fault patch, while for earthquakes $M_w < 5.4$ the rupture fault patch dimensions were not estimated but constrained to be a fixed size square patch with the dimensions approximated by the average of the value of the rupture length and width used in the simulation.

To reduce the volume of observations to a computationally manageable level the InSAR data were initially down-sampled using a quadtree partitioning algorithm [Jonsson et al., 2002]. The threshold variances used in the quadtree partitioning algorithm were selected so that each earthquake data set contained approximately 1500 observations. As an alternative to averaging the observations within each quadrant, we selected the pixel with the median observation value over the quadrant, and found improved results with this approach. Median sampling also simplifies the covariance computations used in the subsequent inversions. The observation covariances were computed using the covariance functions derived for the data simulations. Our analysis was undertaken assuming the availability of descending and ascending pass data but we also repeated computations assuming only ascending or descending pass data availability to assess the sensitivity of the parameter estimates to single or dual geometry interferometry.

We performed the inversions using the Direction Set Method [Press et al., 1992] which is iterated with randomly selected prior values for considered parameters (e.g., Wright et al. [1999]). The approach yields identical results to the direct search Neighborhood Algorithm [Sambridge, 1999a], but with faster convergence. We used a weighted least squares method where the weight matrix of the observations was computed using the associated 1-dimensional covariance function. The search of parameter space was unconstrained, although the depth, rupture patch length and width parameters were constrained to be positive through the application of auxiliary parameter transforms [e.g., Wright et al., 1999]. We considered the simulated InSAR observations only and made no attempt to constrain the source parameters based on other information, such as seismic or surface rupture observations, as might be the case for actual earthquakes.

4. Results and Discussion

For each simulation series we assessed the accuracies of the estimated parameters by computing the mean parameter bias and the Root Mean Square Error (RMSE):

$$\text{RMSE}_i = \sqrt{\frac{1}{n-1} \sum_{j=1}^{n} (p_i^j - \mu_i)^2}$$

Figure 4. Locations of earthquakes with significant visible modeled surface deformation (numbering is from Table 2).
Figure 5. Simulated earthquake interferograms. Line-of-sight interferometric observations from descending two-pass satellite InSAR (ENVISAT). The center of the earthquake rupture patch is located in the center of each image. The earthquake numbering sequence (1–9) is as per Table 2. (a) No observation noise. (b) Low observation noise. (c) High observation noise.
where $n$ is the number of simulations, $p_i$ the $i$th estimated parameter from the $j$th simulation, and $\mu_i$ is the true value of the $i$th parameter. A summary of the computed simulations is provided in Table 3.

[31] We found that for magnitude $\geq 5.8$ earthquakes the average RMSE of the horizontal components of the epicenter position was better than 0.07 km, depth 0.15 km, fault orientation was 0.2° and average slip was $\sim 10$ mm, when observed in low noise conditions with ascending and descending observations, while with high noise observations the average RMSE of the epicenter was 0.3 km, depth was 0.5 km, fault orientation was 2° and average slip was $\sim 30$ mm. In the simulations where only single geometry observations were considered (i.e., ascending or descending passes) the average RMSE of the epicenter, depth, fault orientation, and average slip was 0.3 km, 0.6 km, 2° and 40 mm, respectively (averaged over low and high noise observations). This indicates that for moderate magnitude earthquakes, single geometry InSAR observations can still achieve good estimates of all source parameters (including fault orientation), although typically a combined geometry reduces the source parameter uncertainties by a factor of 1.5.

[32] For earthquakes of magnitude $< 5.5$ the average RMSE of the epicenter was 0.3 km and depth was 0.5 km. We estimated the strike to better than 1°, and dip to better than 3°, for 67% of these earthquakes observed in the low noise scenario, while in the high noise scenario it was for 56% of these earthquakes. The high noise scenario resulted in some earthquakes not being visible by inspection of the interferogram (see Figure 5c).

[33] For the magnitude 5.0 (depth 1.3 km) Burakin earthquake we could estimate the epicenter of the rupture with an with an accuracy of $\sim 0.1$ km, depth to 0.25 km and fault orientation to 2°. For the magnitude 4.8 (depth 1.5 km, dip 79°) Burakin earthquake the solutions separated into two solution modes, the true fault plane (the RMSE of the strike $< 2°$) and its conjugate fault plane. However, in general, our results indicated that the observation of small magnitude (depth $< 3$ km) earthquakes with InSAR will in the majority of cases provide useful estimates of earthquake source parameters.

[34] The most poorly estimated earthquake was the magnitude 6.2 Collier Bay (depth 10 km, dip 84°, rake 153°, #8 in Table 2) with the solutions failing to converge in both high and low noise scenarios. This earthquake had a
maximum simulated deformation of 76 and 88 mm for the descending and ascending pass interferograms respectively. The solution did however converge when we introduced an a priori constraint on the dip parameter. This indicates that InSAR is insensitive to magnitude 6.2 transverse earthquakes at 10 km depth; however, with the benefit of an a priori observation of the rupture dip, the other earthquake source parameters can be well estimated, at least to a comparable accuracy of equivalent magnitude earthquakes investigated in this study. The $M_w$ 5.5 Meckering (depth 6 km, #11 in Table 2) earthquake in the high noise scenario was also poorly determined. This earthquake had maximum deformation ranges of 34 mm for the descending and ascending pass interferograms. Thus a magnitude 5.5 earthquake that generates $\sim$1 fringe of deformation in the interferogram is resolvable by InSAR, but only in low observation noise conditions. These two earthquakes are at the threshold of the capability of InSAR to independently estimate earthquake parameters from surface deformation. This finding is consistent with previous studies of the observation of small magnitude earthquakes with InSAR, which include the magnitude 5.4 (depth 2.6 km) 1992 Landers aftershock [Feigl et al., 1995], the magnitude 4.8 (depth $\sim$2.2 km), 5.3 (depth $\sim$4.2 km), 5.0 (depth $\sim$3.5 km), and 5.4 (depth $\sim$5.3 km) earthquakes in the Zagros Mountains, Iran, which required a priori constraints of the rupture strike [Lohman et al., 2005], and the magnitude 5.6 (depth 9.4 km) Little Skull Mountain earthquake, which was jointly inverted with seismic data [Lohman et al., 2002].

To quantify the importance of the correct treatment of InSAR observational noise, we repeated the inversions of the 5 largest earthquakes, as well as the magnitude 5.8 Marryat Creek earthquake (#1 to #5 and #10 from Table 2) with uncorrelated, equally weighted observations. At the 95% confidence level we found no significant difference between the unweighted inversions and those more rigorously weighted by the 1-dimensional covariance functions, measured in terms of either the RMSE or the mean parameter bias. This is somewhat surprising given that in the high noise scenario observations are 50% correlated at 7.1 km and 25% correlated at 15.2 km, and indicates that the spatial sampling of InSAR observations is great enough to mitigate the effects of the high spatial correlation.

For the earthquakes of magnitude $<$5.4 we observed a significant bias in the depth estimates, with an average bias of 0.2 km, systematically too shallow. For magnitude 4.8 (#19) the bias is 0.4 km, whereas for the magnitude 5.2 (#13) the bias is 0.09 km. This is significant given that the average depth of these earthquakes is 2.0 km. This bias is a direct consequence of the a priori constraints on the rupture dimension, which we applied for these small magnitude earthquakes. We found the rupture fault width is poorly separated from rupture depth for small magnitude earthquakes. We found the ratio of the error in width to the corresponding error in depth is 0.8.

We divided the earthquakes into predominantly transverse (i.e., $|U_1| > |U_2|$) and normal/reverse type earthquakes (i.e., $|U_1| \leq |U_2|$). The average RMSE of the epicenters of the normal/reverse earthquakes are smaller than for transverse events ($\sim$0.2 km versus $\sim$0.5 km). While indicative only, this illustrates that InSAR is signif-

Figure 6. Simulated maximum InSAR visible deformation. (Top) Maximum deformation of pure transverse fault earthquakes. (Bottom) Maximum deformation of pure reverse fault earthquakes. View geometry is ENVISAT descending orbit. Fault patch dip is 45°, strike is 180°. Fault length, width and dislocation were computed from the adopted $M_w$ and previously described methodology. The color scale is limited to a range of 0 to 226 mm (i.e., 0 to 8.28.3 mm fringes). The 0.5, 1, 2, 3, 4, 5 fringe (28.3 mm) deformation contours are shown. The plotted white circles are earthquakes from Table 2, while the black circles are the remaining earthquakes from Leonard et al. [2002] which do not generate visible surface deformation.
significantly more sensitive to normal/reverse earthquakes by approximately half to one unit of magnitude. In Figure 6, we show the maximum deformation of pure reverse and transverse events, over which we plot each earthquake based on this classification.

To further explore the InSAR sensitivities and parameter trade-offs we undertook further simulations of pure reverse and transverse earthquakes along the 1-fringe deformation contour as shown in Figure 6. At magnitude intervals of 0.1 ($M_w$) we generated 100 noise models to which we added the simulated earthquake deformation, which was no larger than 1-fringe (28.3 mm). That is as we increased the earthquake magnitude we also increased the depth so as to maintain consistent magnitude of surface deformation. For the reverse faults we simulated between magnitudes ($M_w$) 4.8 and 6.3, while for the transverse earthquakes we simulated between magnitudes ($M_w$) 5.1 and 6.4. We adopted a dip angle of 45° and strike of 180° and adopted the previously used low noise scenario.

The source parameter estimation followed the previous procedures, except that for these inversions we adopted a point-source elastic dislocation model [Okada, 1985]. Specifically we inverted for magnitude, earthquake location and depth, and the strike, dip and rake of the rupture.

In the majority of the inversions we were able to correctly differentiate between the actual fault plane and its conjugate fault plane. For the reverse fault case the correct fault plane was identified in 70% of cases while for the reverse fault case the correct fault plane was identified in 84% of cases. The percentage of correct fault plane identification remained constant as a function of magnitude/depth. We could further reduce the number of solutions converging to the conjugate fault plane by increasing the number of iterations of the inversion procedure (each with randomly selected prior values). Inversions which identified the conjugate fault plane were excluded from the subsequent correlation and trade-off analysis.

In Figure 7 we show the computed correlation coefficients for the six most correlated parameter pairs. For the transverse faults the parameter correlations remain essentially unchanged as a function of earthquake magnitude/depth. However, for the reverse fault type earthquakes some the parameter correlations change as a function of magnitude. Specifically, the strike and y-coordinate (i.e., earthquake location in the north direction), the strike and rake, and the magnitude ($M_w$) and dip parameters become more correlated as the magnitude/depth is increased. At magnitudes less than 5.5 and depth less than 6 km these parameters were well separable.

In Figure 8 the estimated parameter bias (estimate minus truth) and the standard deviation of the parameter estimates are shown. For both earthquake types the precision of its location and depth deceases as the magnitude/depth of the earthquake increased. The precision of the rake, dip and strike are only weakly correlated to the earthquake magnitude and depth along the 1-fringe deformation contour. The rake estimates are more precise for the transverse type fault, however they are also more biased, presumably trading off against the earthquake location which is also somewhat biased. The depth estimates for the transverse type fault earthquakes are also systematically too deep and the earthquake magnitudes are too large.

5. Conclusions

The precision of two-pass satellite SAR interferometry with ERS-2 and ENVISAT SAR data in the Australian
region can approach ±2 mm (σ_{obs}) and is routinely at the ±4 mm level. Temporal variations of the order of 40 mm can occur due to spatial variation in atmospheric water vapor. Good quality interferograms were formed when perpendicular baseline lengths were less than 580 m and time between images of 175 days or less. We characterized the spectral noise of Australian InSAR interferograms and found that, while the absolute power of the noise power spectrum varies, the power law structure is consistent in all interferograms. On spatial scales of 0.5 to 2 km the spectral slope is dominated by atmospheric turbulence.

[44] In most cases single geometry (i.e., ascending or descending) InSAR observations can be used to accurately determine earthquake source parameters, although typically a combined geometry reduces the source parameter uncertainties by a factor of 1.5. We found no evidence that a failure to weight InSAR observations, as a function of interobservation distance, in inversions for earthquake source parameters, produces biased parameter estimates or degrades the precision of inverted source parameters.

[45] We found for the majority of the earthquakes investigated that the fault plane and its conjugate fault plane were

**Figure 8.** Parameter bias and precision computed from the inversions along the 1-fringe deformation contour (i.e., Figure 6) plotted as a function of M_w. The parameter bias is the average estimated value minus the truth, while the precision (1σ) is represented by the error bars. (Left) Results from the reverse fault inversions. (Right) Results from the transverse fault inversions.
well distinguished by InSAR observations, even with high noise observations.

[46] There is a significant reduction in the precision and accuracy estimates of InSAR inversions of surface deformation for magnitude 6.2 earthquakes deeper than 10 km and magnitude 5.5 events deeper than 6 km. However, InSAR can still be used to estimate epicenters, depths and focal mechanisms with accuracies comparable to solutions using teleseismic data. We have demonstrated that InSAR observations are capable of independently determining earthquake source parameters of earthquakes which deform the surface by as little as 28 mm, i.e., corresponding to a magnitude 4.8 earthquake at 1.6 km depth.

[47] In general, InSAR observations can be used to estimate typical intraplate earthquake source parameters with accuracies of ~0.3 km for epicenter, depth to ~0.5 km, fault dimensions to ~0.6 km, strike and dip to a few degrees, slip to a few centimeters and magnitude to ~0.02 (Mw). Fault geometry can be estimated accurately even in cases where high observational noise prevents the visual identification of an earthquake in an interferogram. InSAR is significantly more sensitive to normal/reverse, than transverse type earthquakes by approximately one half to one full unit of earthquake magnitude.

[48] The trade-offs between the estimated source parameters vary as a function of magnitude/depth for a constant (absolute magnitude) expression of surface deformation. This magnitude/depth effect is particularly evident for reverse type faults.

[49] We identified 19 Australian earthquakes that have modeled displacements that would have been detectable from SAR observations, and a SAR-detectable earthquake occurs, on average about, every 2 years in Australia. Unfortunately, the data coverage in Australia is limited and the observation of any earthquakes in the period since the launch of the ERS-1 satellite in 1991 was not possible. Regions of high seismic risk should be imaged at a minimum temporal resolution of four scenes per year to enable InSAR to make a contribution to future co-seismic deformation investigations in Australia.
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