A dynamic objective function technique for generating multiple solution models in seismic tomography

N. Rawlinson, M. Sambridge and E. Saygin
Research School of Earth Sciences, Australian National University, Canberra ACT 0200, Australia. E-mail: nick@rses.anu.edu.au

Accepted 2008 April 1. Received 2008 April 1; in original form 2007 December 3

SUMMARY
A new technique designed for generating multiple solutions to seismic tomography problems using gradient based inversion is presented. The basic principle is to exploit information gained from previous solutions to help drive the search for new models. This is achieved by adding a feedback or evolution term to the objective function that creates a local maximum at each point in parameter space occupied by the previously computed models. The advantage of this approach is that it only needs to produce a relatively small ensemble of solutions, since each model will substantially differ from all others to the extent permitted by the data. Common features present across the ensemble are, therefore, likely to be well constrained. A synthetic test using surface wave traveltimes and a highly irregular distribution of sources and receivers shows that a range of different velocity models are produced by the new technique. These models tend to be similar in regions of good path coverage, but can differ substantially elsewhere. A simple measure of the variation across the solution ensemble, given by one standard deviation of the velocity at each point, accurately reflects the robustness of the average solution model. Comparison with a standard bootstrap inversion method unequivocally shows that the new approach is superior in the presence of inhomogeneous data coverage that gives rise to under or mixed-determined inverse problems. Estimates of posterior covariance from linear theory correlate more closely with the dynamic objective function results, but require accurate knowledge of a priori model uncertainty. Application of the new method to traveltimes derived from long-term cross-correlations of ambient noise contained in passive seismic data recorded in the Australian region demonstrates its effectiveness in practice, with results well corroborated by prior information. The dynamic objective function scheme has several drawbacks, including a somewhat arbitrary choice for the shape of the evolution term, and no guarantee of a thorough exploration of parameter space. On the other hand, it is tolerant of non-linearity in the inverse problem, is relatively straightforward to implement, and appears to work well in practice. For many applications, it may be a useful addition to the suite of synthetic resolution tests that are commonly used.
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1 INTRODUCTION
The under or mixed determined nature of the non-linear inverse problem in seismic tomography usually means that an infinite number of different models satisfy the data. Monte Carlo direct search methods, like the Metropolis algorithm, genetic algorithms and Neighbourhood Algorithm, widely explore parameter space and produce multiple solutions that can be interrogated for consistent information using ensemble inference techniques (e.g. Lomax & Snieder 1994; Sambridge 1998, 1999a,b; Koper et al. 1999; Mosegaard & Sambridge 2002). However, the large number of unknowns present in most classes of seismic tomography makes a fully non-linear approach computationally impractical. As a result, iterative non-linear tomography based on using local gradient information to direct the search remains the method of choice in many applications (e.g. Farra & Madariaga 1988; Zelt & Smith 1992; Zelt & Barton 1998; Graeber & Asch 1999; Bijwaard & Spakman 2000; Rawlinson et al. 2001; Gorbatov & Kennett 2003; Bai & Greenhalgh 2005; Rawlinson et al. 2006).

The basic assumption underlying gradient based minimization is that the inverse problem is locally linearizable, which requires the objective function to be smooth, and the initial model \( m_0 \) to be sufficiently close to the required minimum, for the technique to successfully converge. Backus & Gilbert (1970) refer to a solution \( m \) obtained in this way as being 'g-near' to \( m_0 \), since the functional \( g(m) \) (e.g. traveltime predictions) is computed from...
g(m,0) using first-order perturbation theory. If second or higher order terms make a significant contribution to g(m) − g(m,0), then m is ‘g-far’ from m,0. While it is feasible for iterative non-linear inversion to produce ‘g-far’ solutions, both stability and solution robustness will degrade as higher order terms become more dominant. The wealth of new information on Earth structure and composition that has been revealed by seismic tomography over the last several decades is testament to the validity of the ‘g-near’ assumption for many data sets (see Nolet 1987; Iyer & Hirahara 1993; Rawlinson & Sambridge, for many examples). However, since only a single model is usually produced by this technique, the problem of solution non-uniqueness must still be addressed. To date, a number of different approaches have been used to examine the robustness of solutions obtained using gradient based tomography.

One of the most common schemes for assessing the validity of a solution model is the synthetic resolution test, in which an input model is used to generate an artificial data set using the same source and receiver configuration as the data set recorded in the field. The ability of the inversion scheme to recover the input model can then be used to evaluate the robustness of the solution model. The ubiquitous checkerboard resolution test, which uses an input model consisting of an alternating pattern of fast and slow anomalies, is an example of this class of numerical experiment (e.g. Walck 1988; Glahn & Granet 1993; Ritsema et al. 1998; Day et al. 2001; Graeber et al. 2002; Rawlinson & Urvoy 2006). Although useful, synthetic resolution tests have a number of limitations, including that the results can vary according to the input structure used (e.g. Lévêque et al. 1993).

Another means of assessing solution robustness comes from linear theory by way of formal estimates of posterior covariance and resolution (Tarantola 1987; Menke 1989). Quantitative information regarding model uncertainty is valuable, which explains the widespread use of these measures in seismic tomography (e.g. Aki et al. 1977; White 1989; Benz et al. 1992; Wang & Braile 1996; Graeber & Asch 1999). Drawbacks of using posterior covariance and resolution include that their validity decreases as the non-linearity of the inverse problem increases; they require the inversion of a potentially large \(M \times M\) matrix, where \(M\) is the number of unknowns; and errors in model representation are not taken into account (although this problem is hard to overcome with most forms of robustness analysis). Furthermore, the absolute values of the resolution and covariance estimates can become rather meaningless when the a priori model covariance and data uncertainties are poorly estimated. In addition, regularized solutions, which by their very nature suppress noise propagation from the data, also suppress formal model uncertainties in the least well-constrained part of the model. Nevertheless, their relative values can still be useful indicators of the effect the data have in constraining the solution model. The problem of attempting to directly invert large sparse matrices when many model parameters are involved has been mitigated in recent times by modifying iterative approaches such as LSQR (Zhang & Mechem 1995; Yao et al. 1999) to approximate the generalized inverse, and using sophisticated packages such as PROPACK, which accurately estimate singular values and vectors for large sparse matrices (Zhang & Thurber 2007).

A number of other techniques for analysing solution non-uniqueness in seismic tomography have been investigated. Debayle & Sambridge (2004) estimate the minimum length scale of resolvable structure as a function of location in the model using Voronoi diagrams; the size and shape of Voronoi cells are constrained by a quality criterion which is based on ray density and azimuthal cover-
used in gradient based inversion is:

\[ S(m) = \frac{1}{2} \left[ (g(m) - d_{\text{obs}})^T C_d^{-1} (g(m) - d_{\text{obs}}) ight] + \epsilon (m - m_0)^T C_m^{-1} (m - m_0) + \eta m^T D^T D m, \]  

(1)

where \( m \) are the model parameters, \( g(m) \) the data predictions, \( d_{\text{obs}} \) the data observations, \( C_d \) the \textit{a priori} data covariance matrix, \( m_0 \) the reference model, \( C_m \) the \textit{a priori} model covariance matrix and \( D \) the second derivative smoothing operator (see Rawlinson & Sambridge 2003, for a detailed discussion). \( \epsilon \) and \( \eta \) are known as the damping parameter and smoothing parameter, respectively and govern the trade-off between how well the solution satisfies the data, the proximity of the solution model to the starting model and the smoothness of the solution model.

Damping and smoothing regularization are usually required in gradient based tomography to tame the data term in eq. (1) so that the objective function becomes smooth and well behaved, that is, more locally quadratic so that for some initial model \( m_0 \), there exists a ‘g-near’ solution \( m \). However, they generally do not contribute meaningful \textit{a priori} information to the solution model, which is why they are normally dispensed with when direct search methods are used (e.g. Lomax & Snieder 1994; Sambridge 1998). The appeal of producing multiple solution models, discarding static regularization, yet retaining a gradient based inversion framework, gave rise to the idea of continuously modifying the shape of the misfit surface defined by \( S(m) \) in response to information extracted from the data. The basic principle is that once a point in model space has been sampled, then there is little to be gained from revisiting its neighbourhood in future searches unless the data constraints are particularly compelling. This can be formalized in an objective function by the cumulative addition of an explicit evolution or feedback term that is a maximum at each point in parameter space occupied by previously generated models (see Fig. 1). Thus, by beginning at some point \( m_0 \) in parameter space, each successive solution model will be distinct from all of its predecessors.

The feedback or evolution term \( \Omega(m) \) that is added to \( S(m) \) could potentially take many forms, but it is important that it does not strongly influence the objective function in regions of model space distant from any of the previously generated solutions. Therefore, simply setting:

\[ \Omega_j(m) = -\sum_{i=1}^{j} (m - m_i)^T (m - m_i) \quad j = 1, \ldots, N, \]  

(2)

where \( N \) is the total number of models generated, would be unsatisfactory, for while it is a maximum where \( m = m_j \), it decreases quadratically away from this point to \(-\infty\). A better choice is:

\[ \Omega_j(m) = \sum_{i=1}^{j} \frac{1}{\lambda_i} (m - m_i)^T (m - m_i) + \frac{\zeta}{\lambda_j} \]  

(3)

where \( \lambda \) and \( \zeta \) are free parameters. In this case, \( \Omega(m) \) is maximum when \( m = m_j \), and decreases to zero away from this point. The factor \( \zeta \) determines the maximum value of \( \Omega(m) \), \( \lambda \) the width of \( \Omega(m) \), and \( p \) the curvature of \( \Omega(m) \) (see Fig. 2). By adjusting the values of these free parameters, the influence of the evolution term on the objective function can be effectively controlled. Ultimately, the values of \( \zeta, \lambda \) and \( p \) are chosen by trial and insight, but it turns out that cogent choices can be made based on the character of the data misfit function (see next section).

\[ \text{Figure 1. Schematic illustration of the dynamic objective function approach for generating multiple solution models. In this case, the objective function } S(m) \text{ is simply a function of a single model parameter } m. \text{ (a) No feedback term is present when the first solution is found; (b) when the second solution } m_2 \text{ is computed, the minimization is influenced by the presence of a feedback term due to the first model } m_1; \text{ (c) the third solution } m_3 \text{ is deterred from converging to the previous two solutions by the presence of two feedback terms centred at } m_1 \text{ and } m_2. \]

\[ \text{Figure 2. Demonstration of how the geometry of the evolution term varies as a function of each of the free parameters (a) } \lambda, \text{ (b) } \zeta \text{ and (c) } p. \]
In the following treatment, the damping and smoothing terms in eq. (1) are discarded so that the objective function becomes:

\[
S_r(m) = \frac{1}{2} \left\{ \left[ g(m) - d_{obs} \right]^T C_d^{-1} \left[ g(m) - d_{obs} \right]
+ \sum_{i=1}^{j} \lambda_i [(m - m_i)^T (m - m_i)]^2 + \zeta \right\}
\]

\[ j = 1, \ldots, N. \quad (4) \]

The first solution that is generated has the evolution term set to zero, since no model has yet been produced. Alternatively, one could set \( m_0 = m_1 \) and use the starting model as the first solution model that is fed back into the objective function, but the former approach is used here. The scheme progresses by feeding each solution model that is produced back into the objective function, which is subsequently minimized to produce a new model. This iterative process continues until \( N \) models are generated (see Fig. 1). The lack of explicit regularization, at least in the first iteration of the scheme, may well destabilize a gradient-based minimization process. However, it turns out that the implicit regularization imposed by the cubic B-spline parametrization and subspace inversion method used in the later examples mitigates this potential hazard.

In comparing eqs (1) and (4), it is worth noting that both techniques rely on regularization to produce a model from a non-unique problem. However, in the case of eq. (1), the regularization is static and a single solution is produced. By contrast, eq. (4) recognizes the presence of multiple solutions, and dynamically adjusts the regularization in order to generate a family of dissimilar data fitting solutions.

Gradient-based inversion methods make use of the derivatives of \( S(m) \) at a specified point in model space, and require \( S(m) \) to be sufficiently smooth to permit a local quadratic approximation:

\[
S(m + \delta m) \approx S(m) + \hat{\gamma} \delta m + \frac{1}{2} \delta m^T \hat{H} \delta m.
\]

\[ where \( \delta m \) is a perturbation to the current model and \( \hat{\gamma} = \partial S/\partial m \) and \( \hat{H} = \partial^2 S/\partial m^2 \) are the gradient vector and Hessian matrix, respectively. Evaluating these partial derivatives for the above form of \( S(m) \) yields:

\[
\hat{\gamma} = G^T C_d^{-1} [g(m) - d_{obs}] - \sum_i a_i (m - m_i)
\]

\[ (6) \]

\[
\hat{H} = G^T C_d^{-1} G + \nabla_m G^T C_d^{-1} [g(m) - d_{obs}]
+ \sum_i b_i (m - m_i) (m - m_i)^T,
\]

\[ (7) \]

where \( G = \partial g/\partial m \) is the Fréchet matrix of partial derivatives calculated during the solution of the forward problem, and the coefficients \( a_i \) and \( b_i \) are given by:

\[
a_i = \frac{\lambda_i p_{q_i}^{p-1}}{[\lambda q_i^p + \zeta]^2}
\]

\[ (8) \]

\[
b_i = \frac{2 \lambda_i p_{q_i}^{p-2} (\lambda q_i^p + \zeta) [(\lambda q_i^p + \zeta)(p + 1) - \zeta(p - 1)]}{[\lambda q_i^p + \zeta]^3}.
\]

\[ (9) \]

where \( q_i = (m - m_i)^T (m - m_i) \). Note that \( a_i \) and \( b_i \) depend non-linearly on the model \( m \) and act as weights in the gradient vector and Hessian matrix.

Fig. 1 illustrates how the dynamic objective function scheme can explore parameter space when the data term is characterized by a broad minimum, as might occur in a very underdetermined inverse problem. If the functional \( g(m) \) is sufficiently non-linear, it is also possible that multiple minima exist, in which case there may be more than one distinct solution. Direct search techniques such as the niching genetic algorithm (Koper et al. 1999) and Neighbourhood algorithm (Sambridge 1999a) are able to target and explore these favourable regions of model space. In contrast, iterative non-linear schemes will converge to a single solution with the aid of suitable regularization, as they are not designed to explore multimodal objective functions. Using a dynamic objective function approach, it is possible to explore multimodal landscapes, as illustrated in Fig. 3, but it would be difficult to ensure that a thorough search is performed when \( g(m) \) is highly non-linear.

2.2 Minimization of the dynamic objective function

In the examples that follow, surface wave traveltime tomography will be used to evaluate the new technique for generating multiple models and assessing solution robustness. The forward problem of computing source–receiver traveltimes in order to evaluate the data prediction vector \( g(m) \) is solved using a grid based eikonal solver known as the fast marching method or FMM (Sethian 1996; Popovici & Sethian 2002; Rawlinson & Sambridge 2004a,b; de Kool et al. 2006). The scheme works by implicitly tracking the first-arrival wave front along an evolving narrow band of grid points, the travel-times of which are updated by solving the eikonal equation using upwind entropy satisfying operators. Here, the finite difference operators are defined for 2-D spherical shell coordinates (constant radius, but variable latitude and longitude). The Fréchet matrix of partial derivatives \( G \) is computed by integration along each ray path, which can be located by following the traveltime gradient from the receiver, through the traveltime field, back to the source.

![Figure 3](image-url)  

Figure 3. A simple example showing how the dynamic objective function scheme could work in a multimodal landscape. (a) First iteration with no feedback term; (b) second iteration in which the feedback term produced by the first solution enables the remaining minima to be explored and (c) third iteration.
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3 RESULTS

Two tomography examples are presented below. Synthetic tests that feature a highly variable path distribution are first performed to examine the validity of the new technique. This is followed by an application that exploits high frequency Rayleigh wave empirical Green’s functions extracted from ambient noise data in order to image the Australian crust. In both cases, structure is represented by smooth variations in wave speed on a spherical shell. A mosaic of cubic B-spline functions (see Rawlinson & Sambridge 2003, for more details) defined by a grid of control nodes is used to describe the velocity continuum; the values of these control nodes constitute the unknowns in the inversion. The use of cubic B-splines in the velocity parametrization imposes implicit smoothing regularization on the inverse problem, as it helps to suppress sharp variations in the shape of the misfit surface.

3.1 Synthetic tests

A synthetic data set is constructed by using FMM to compute traveltimes for seismic energy propagating across a spherical shell between 14 sources and 17 receivers in the presence of velocity heterogeneity. This scenario, therefore, mimics the propagation of surface waves between earthquake sources and receivers in the Earth. The model was generated by specifying a grid of 26 × 30 control points in latitude and longitude, respectively (resulting in a total of 780 unknowns), setting them to a constant value of 5.0 km s\(^{-1}\), and then superimposing a checkerboard pattern with a maximum amplitude of 0.8 km s\(^{-1}\). The resultant smooth velocity model, sources, receivers and associated ray paths are shown in Fig. 4(a). Clearly, the chosen configuration of sources and receivers produces a highly heterogeneous data coverage, and ray paths bend significantly in response to wave speed variations. Overall, this scenario represents a good test for the new scheme, as the resolving power of the data set varies considerably across the model, and is not always correlated with path density. For instance, in the region between the two clusters of sources and receivers (longitude 130° to 140°, latitude −20° to −30°), there is dense path coverage, but little change in azimuth between the adjacent rays. To simulate realistic levels of noise in the data, Gaussian noise with a standard deviation of 2.0 s is added to the synthetic traveltimes.

Prior to testing the new scheme, a reference inversion is carried out using a standard bootstrap analysis (e.g. Efron & Tibshirani 1993). The bootstrap is a method of statistical inference that exploits the power of modern computers to produce estimates of probabilistic phenomena (e.g. variance, bias, coverage) from large and complex data sets without the need for explicit formulae (unlike formal measures of covariance and resolution). It works by performing repeat inversions with a re-sampled data set and examining the characteristics of the model ensemble that is produced. Here, the data set used to generate each new model is obtained by randomly sampling the...
Figure 4. (a) Velocity model, sources (red stars), receivers (blue triangles) and ray paths associated with the synthetic data set; (b) average model produced from 50 iterations of the bootstrap technique; (c) spread of the solution ensemble as defined by one standard deviation of the distribution and (d) absolute value of the error associated with the average solution model.

pool of synthetic traveltimes with replacement. A single traveltime can be used more than once, and the size of the new data set equals that of the original. In seismic tomography, the mean of the solution ensemble and its standard deviation are the most commonly used pieces of summary information (e.g. Calvert et al. 2000; Gung & Romanowicz 2004). Although it was pointed out earlier that the appropriateness of bootstrapping for under or mix-determined inverse problems is questionable, it is one of the few techniques available that allows ensemble analysis to be carried out with large seismic data sets.

Figs 4(b)–(d) show the result of a 50 iteration bootstrap scheme applied to the synthetic data set shown in Fig. 4(a). The starting model used to produce each solution comprises a simple medium with a constant velocity of 5.0 km s\(^{-1}\) (i.e. the background model). The pattern of recovered anomalies exhibited by the average solution model (Fig. 4b) closely matches that of the true model (Fig. 4a) in regions of good angular path coverage. In the corridor between the two receiver clusters, significant smearing is produced by the large number of paths with similar azimuths. The standard deviation of the solution ensemble (Fig. 4c) shows that much of the model variability occurs in regions with the highest concentrations of sources and receivers, which is opposite to the actual error trend seen in Fig. 4(d). It is important to note that the solution spread (Fig. 4c) is not expected to emulate the actual error (Fig. 4d); the checkerboard pattern evident in the latter case is due largely to the choice of initial model, which exactly matches the true model along the zero lines of the checkerboard. However, the solution spread, which is principally a function of data coverage and uncertainty, should provide an indication of the maximum variability of each parameter as permitted by the data constraints.

The potentially misleading result of the bootstrap method stems from the underdetermined nature of the inverse problem, which requires regularization in order to generate a solution. Here, regularization is imposed implicitly using the subspace scheme, which causes the solution model to remain largely unperturbed from its original state in regions of poor data coverage. Gradient based inversion techniques such as the subspace method will not adjust parameters that have zero Fréchet derivatives. Therefore, Fig. 4(c) only has meaning in regions of good path coverage, which can be found principally in the top right and bottom left sectors of the image. Although underestimated, the pattern of model variability in these locations appears reasonable—for instance, the largest values of \(\sigma\), which occur at 120° E, 42° S, coincide with a small region of poor azimuthal ray coverage. On the other hand, the zone between the two receiver clusters, where many rays bundle together (Fig. 4a), does not cause significant variability in the solution.
ensemble. The explanation for this phenomenon reveals a weakness in the bootstrap method in the presence of inhomogeneous data coverage. The number of rays that get bundled together define approximately half the total number of traveltimes in the complete data set, so random selections from the pool of traveltimes will invariably include a significant number of these paths. Consequently, the structure in this region will always be the same smeared out anomaly.

Although the bootstrap comparison is instructive, many studies that deal with large tomographic problems opt for either synthetic reconstruction tests or formal estimates of posterior covariance and resolution in order to assess solution non-uniqueness. In the latter case, local linearity is usually assumed to make the problem tractable. For eq. (1) with \( \eta = 0 \), the posterior model covariance matrix can be expressed (Menke 1989):

\[
C_M = (G^T C_d^{-1} G + \epsilon C_m^{-1})^{-1}.
\]

(11)

As pointed out by Rawlinson & Sambridge (2003), posterior covariance and resolution are really only meaningful in a Bayesian context, where the error statistics associated with the \( a \text{ priori} \) model are well known, thus allowing the data and prior constraints to be combined to yield a more accurate posterior model distribution. In such circumstances \( \epsilon = 1 \), and \( C_m \) represents the true \( a \text{ priori} \) model covariance. Fig. 5(a) shows the solution model produced using a static inversion (i.e. no model feedback) with \( \epsilon = 1 \) and the diagonal elements of \( C_m \) set to \((0.5)^2\); thus, uncertainties in the initial model are assumed to be uncorrelated and have a uniform value of \(0.5 \text{ km s}^{-1}\). Six iterations of a 10-D subspace inversion scheme are applied to obtain the solution. Fig. 5(b) is the associated posterior model covariance obtained by solving eq. (6) using LU decomposition with \( G \) computed at the solution point. Regions of low uncertainty generally match areas of good pattern recovery, where the error in the solution model is low (Fig. 5c). High path density does not necessarily yield low posterior covariance, as shown in the corridor between the two receiver arrays in Fig. 5(b) (cf. Fig. 4a). Overall, this result is promising, and clearly superior to the bootstrap test results, which is why posterior covariance estimates remain popular in seismic tomography (Rawlinson & Sambridge 2003).

The need for accurate \( a \text{ priori} \) information in the computation of \( C_M \) is starkly revealed in Fig. 5(d), which is the same as Fig. 5(b), except that \( \epsilon = 2 \), which is equivalent to setting the \( a \text{ priori} \) uncertainty to \(0.25 \text{ km s}^{-1}\). Since the posterior uncertainty can never exceed the prior uncertainty, \( \sigma \) in Fig. 5(d) is approximately half that of \( \sigma \) in Fig. 5(b). In cases where good \( a \text{ priori} \) information is unavailable (which is often the case), the absolute values of \( C_M \), therefore, have little meaning. If \( \epsilon = 0 \), which corresponds to no \( a \text{ priori} \) constraints, then \( C_M \) cannot be computed for underdetermined problems since \( G^T C_d^{-1} G \) will be a singular matrix.

Figure 5. (a) Velocity model obtained using a static inversion with a damping value of \( \epsilon = 1 \); (b) estimate of posterior covariance with \( \epsilon = 1 \); (c) absolute value of the error associated with the solution model shown in (a) and (d) estimate of posterior covariance with \( \epsilon = 2 \).
Following on from the bootstrap and posterior covariance results, we generate an ensemble of 10 solution models using the dynamic objective function minimization procedure. The free parameters $\lambda$, $p$, and $\zeta$ are set to $7 \times 10^{-5}$, 1, and $1 \times 10^{-4}$, respectively. When each new model is generated, the starting model used on each occasion is the $5.0 \text{ km s}^{-1}$ constant velocity background model. In this case, $\zeta$ has little effect on the evolution term, so it is just set to a small number. Tests show that the optimum choice for $\lambda$ produces solution models that satisfy the data, but are as different from one another as possible. As $\lambda$ decreases from this threshold value (evolution term increases in magnitude), the solution models become more dissimilar, but no longer satisfy the data; as $\lambda$ increases (evolution term decreases in magnitude), the solution models still satisfy the data, but become more similar. In practice, it turns out that relatively few trial and error iterations are usually required to find the optimum $\lambda$ value. The parameter $p$ tends to trade off with $\lambda$ to some extent, and it was found that little appears to be gained from using $p$ values other than unity.

The average model of the 10 member ensemble is shown in Fig. 6(a); the corresponding standard deviation is shown in Fig. 6(b); and the error between the average model (Fig. 6a) and the true model (Fig. 4a) is shown in Fig. 6(c). In regions of good path coverage, the average solution model recovers the pattern of anomalies quite accurately (cf. Figs 6a and c), although there does appear to be some ‘noisiness’ in the final image. The spread of the solution model, as given by one standard deviation of the ensemble (Fig. 6b), clearly distinguishes between well constrained and poorly constrained regions of the model. In contrast to the unrealistic bootstrap error map (Fig. 4c), the error measure from the dynamic approach shows a consistent and more believable pattern—in particular, maximum variability occurs in areas of low or absent path coverage. Notably, the zone between the two receiver clusters in which rays bunch together (Fig. 4a) has a high standard deviation, correctly indicating that these paths poorly resolve structure. Regions in which path coverage is totally absent (e.g. near the edge of the model) have a finite standard deviation (Fig. 6b), the value of which is arbitrarily controlled by the choice of $\lambda$, and to a lesser extent $p$ and $\zeta$. Strictly speaking, the uncertainty in these regions should be large, but in the absence of prior information, cannot be quantified. Therefore, the spread of the solution model in areas of no ray coverage should be viewed as a lower bounds on the possible range of error.

**Figure 6.** (a) Average solution model from 10 generations of the dynamic objective function scheme; (b) spread of solution ensemble as defined by one standard deviation of the distribution; (c) absolute value of the error associated with the average solution model and (d) two measures of misfit reduction for each solution in the ensemble relative to the starting model. The solid black line denotes the rms traveltime misfit reduction and the dashed line denotes the misfit reduction of the evolution term in eq. (4). The horizontal dotted line corresponds to the rms traveltime misfit reduction required to satisfy the data to the level of the imposed noise (i.e. one standard deviation of the Gaussian noise).
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Fig. 6(d) plots the behaviour of the rms traveltime residual and evolution term (see eq. 4) as a function of model number in the ensemble. There is little point in keeping track of the value of the objective function from one solution to the next due to presence of the evolution term, which changes after each new model is produced. All 10 solution models approximately satisfy the data to the level of the noise, and the behaviour of the evolution term indicates that each new solution model is much more distant in parameter space from all preceding generations than the initial model, which is a desirable result. Note that the misfit reduction of the evolution term is not defined for the first model produced. The almost monotonic decrease of the evolution term misfit reduction with solution generation is due to the increasing number of data satisfying solutions that populate parameter space, that is, it becomes harder to find points in parameter space that are distant from other solutions.

A final test is performed to investigate whether the properties of the solution ensemble change significantly if a larger number of dynamic iterations is used. Exactly the same scenario as Fig. 6 is adopted, but now the dynamic objective function procedure is allowed to run for 50 iterations. The results are summarized in Fig. 7. Compared to Fig. 6(a), the average solution model (Fig. 7a) differs mainly in that the amplitude of anomalies is much smaller in regions of poor data coverage; this is reflected in the checkerboard error pattern which has become more coherent (cf. Figs 6c and 5c). Another desirable feature is that the spread of solution models has become more bimodal (cf. Figs 7b and 6b): in the neighbourhood of the two source–receiver clusters, $\sigma$ is small, and elsewhere, $\sigma$ is much more uniformly large. This suggests that the 10 models used to generate Fig. 6 was arguably an insufficient population from which to infer reliable statistics. The progressive decrease of the evolution term misfit reduction with iteration (Fig. 7d) is expected due to the increasing population of distinct solution models. In most cases, the rms traveltime misfit of the solution models approximately satisfies the data, which is a desirable outcome.

3.2 Application to ambient noise data from Australia

Over the past 15 years, the passive broad-band station coverage of Australia has gradually improved, with a cumulative total of over 200 instruments to date (see Kennett 2006, for a recent overview). The availability of these data permit a wide variety of studies to be undertaken, including surface wave tomography (Debayle & Kennett 2000; Fishwick et al. 2005), body wave tomography (Kennett 2003), receiver function analysis (Clitheroe et al. 2000; Reading & Kennett 2003) and shear wave splitting (Heintz & Kennett 2005). The emergence of virtual source seismology over the last few years (Campillo & Paul 2003; Shapiro & Campillo 2004) has given rise to a new class of seismic tomography that exploits the long-term cross-correlations of ambient noise data between station pairs (Shapiro et al. 2005; Kang & Shin 2006; Yang et al. 2007).

**Figure 7.** Same as Fig. 6, but now using 50 iterations of the dynamic objective function procedure.
In a recent study (Saygin 2007), high frequency Rayleigh wave empirical Green’s functions were extracted from the records of 208 seismometers covering the Australian region using a cross-correlation procedure. The traveltimes of these coherent energy packets were subsequently inverted to produce tomographic images of the mid-shallow crust beneath Australia. In this example, traveltimes associated with 6.7 s period Rayleigh waves are used to investigate the potential benefits of the new dynamic objective function scheme when applied in an observational context.

The location of the 208 broad-band recorders is shown in Fig. 8(a); note that traveltimes do not exist for every station pair, as sequential array deployments were used to achieve the cumulative coverage. The total number of travel times used to constrain structure is, therefore, 2332. The initial model is described by a grid of $30 \times 30$ control points in latitude and longitude, with the velocity at each node set to $2.8 \text{ km s}^{-1}$. Fig. 8(b) shows the path coverage through the initial model; clearly some regions will be better constrained by the data than others. The free parameters $\lambda$, $p$ and $\zeta$ used in the dynamic objective function to construct the solution ensemble are set to $5 \times 10^{-6}$, 1 and $5 \times 10^{-6}$, respectively. Here, a total of 25 solutions are generated—increasing this number has only a negligible effect on the average solution model that is produced (Fig. 8c). The variation of the solution ensemble as a function of geographical location (Fig. 8d) suggests that the average solution model is generally well constrained within the Australian mainland, which is consistent with the path coverage (Fig. 8b). However, there are regions, particularly in western Australia, where the data constraints appear to be relatively poor. Although difficult to discern in Fig. 8(b), these areas tend to have lower path density and/or poorer azimuthal path coverage.

The behaviour of the data and evolution terms during the model generation process is summarized in Fig. 9. On average, the traveltime misfit reduction exhibited in this example is less than the synthetic test examples, but this is probably largely due to the greater level of noise present in the observations. Unfortunately, no quantitative estimates of the data uncertainty are available for this data set, although the final rms misfit of around 10 s for all of the solution models implies that it may be in the vicinity of this value (assuming data noise is the principle contributor to the misfit). As in the synthetic test examples, the evolution term misfit reduction tends to decrease monotonically as more solution models are produced. This is an almost inevitable consequence, as it only takes two solutions in the same proximity to increase the size of the evolution term substantially.

In order to help validate the results produced in this test, a conventional checkerboard resolution analysis is performed. Traveltimes are computed in the presence of an alternating pattern of fast and slow anomalies using the same source and receiver configuration as the observational data set. The synthetic traveltimes are then inverted in an attempt to recover the pattern. Gaussian noise with a standard deviation of 5 s is added to the synthetic traveltimes to simulate the noise content of the observations. Fig. 10(a) shows the
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Figure 9. Two measures of misfit reduction for each solution in the ensemble (see Fig. 8) relative to the starting model. The solid black line denotes the rms traveltime misfit reduction and the dashed line denotes the misfit reduction of the evolution term in eq. (4).

Although frequently used to analyse the robustness of tomographic images, checkerboard resolution tests are not a universally acclaimed technique; for example, Lévêque et al. (1993) point out their propensity to retrieve small scale patterns of alternating wave speed, even though larger scale structure may not be well resolved by the data. Also, if the non-linearity of the inverse problem is accounted for, checkerboard tests have an added model dependence, which could be significant in the presence of strong wave speed heterogeneity such as that exhibited in Fig. 8(c). Despite these recognized limitations, the regions of good pattern recovery (Fig. 10b) seem to correspond to regions of low model ensemble variability (Fig. 8d). Likewise, where smearing of the anomalies is evident, such as in eastern Queensland and Western Australia, the models in the ensemble become less similar. Overall, there does not appear to be any major discrepancy between the results of the two techniques, which is reassuring.

4 DISCUSSION AND CONCLUSIONS

In this study, a dynamic objective function approach to generating multiple solution models in seismic tomography is formulated and applied to both synthetic and field data. The aim of the technique is to modify the topography of the objective function surface based on information provided by previously computed solutions. This is accomplished via the introduction of an evolution or feedback term in the objective function, which creates a local maximum in parameter space at all points occupied by previous generations of solution model. Consequently, any new model that is generated is penalized if it becomes too close to these regions of parameter space. Provided the objective function remains reasonably well behaved, gradient based minimization procedures can be used to generate an ensemble of solutions. Clearly, this is a potential advantage, as it means that large inverse problems can be addressed.

A series of synthetic tests (Figs 4–7) using a data set featuring highly variable path coverage shows that the new method is capable of producing an ensemble of different data-satisfying models that yield meaningful information on both seismic structure and the degree to which it is constrained by the data. Simply taking the average of the ensemble produces a model which generally replicates the true wave speed patterns in regions of good angular path coverage. Mapping the variation of the ensemble, as measured by the standard deviation of all solutions, correctly shows which regions are reliably recovered. Bootstrapping, a standard numerical technique for statistical inference, is used to produce a family of models by repeat random sampling and inversion of the original data set with replacement. The reliability of this technique on overdetermined inverse problems is clearly exposed in this case as the standard deviation of the model ensemble poorly reflects the actual error associated with the average model. In particular, low model variability in regions of sparse data coverage and ray bundling (high ray density but narrow angular distribution), stands in stark contrast to the dynamic objective function results.

Bootstrapping and dynamic regularization share some similarities, namely that they can be applied to large non-linear inverse problems, produce an ensemble of models that can be interrogated for common features, and use stochastic processes to help drive the search for new models. In the case of bootstrapping, each solution is produced by inverting a data set obtained by random selection from a pool of values. The dynamic objective function technique

Figure 10. Checkerboard resolution test results for the Australian ambient noise data set. The associated path coverage is shown in Fig. 7(b). Note that the implicit regularization imposed by the subspace inversion scheme means that the solution model does not deviate from the starting model (2.8 km s$^{-1}$) in regions of no path coverage.
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randomly perturbs the gradient of the evolution term in order to prevent model parameters from becoming stuck near local maxima of the misfit surface from one solution generation to the next. This helps to ensure that poorly constrained regions exhibit large ensemble variability. An additional benefit of the new technique compared to bootstrapping is reduced computation time. This occurs due to the need for fewer solution models in order to obtain a stable estimate of model uncertainty. For very large data sets, the need to solve the full inverse problem for each model produced (and at least 10 are required) may mean that dynamic regularization is computationally prohibitive, but for most forms of tomography, this is unlikely to be the case.

Application of the dynamic objective function technique to surface wave traveltimes derived from long-term cross-correlations of the ambient noise data collected in Australia reveals an intriguing pattern of wave speed variation (see Fig. 8e) that can be correlated with the surface geology. Fig. 11 shows the average solution model plotted as in Fig. 8(c), but with several of the outstanding features highlighted. The zones of elevated wave speed in western Australia correspond very closely with the surface expressions of the Pilbara (region 1) and Yilgarn (region 2) cratons (Betts et al., 2002), which represent fragments of ancient Archean lithosphere. The low velocity anomalies that characterize regions 3, 4 and 5 have a remarkable correspondence to regions of thick sedimentary cover and/or elevated heat flow (Chopra & Holgate, 2005). In the case of region 3, the north to south pattern of slow-fast-slow anomalies correlates closely with the presence of the Officer Basin, Musgrave Block (preserved Proterozoic orogen) and Amadeus Basin. However, it should be noted that this sector of the model is not very well constrained by the data set (Fig. 8d). Region 4 approximately overlies the Cooper-Eromanga Basin, and Region 5 overlies the Gippsland, Bass and Otway Basins. Finally, the zone of elevated wave speed in northern Queensland (region 6) coincides with the location of the Proterozoic Georgetown inlier, which contrasts with the younger Phanerozoic terrane that characterizes much of the Tasmanides furthest south (Betts et al., 2002). Although our analysis of the geological implications of Fig. 11 is rather limited, the aim here is to argue that the average solution model produced by the new technique stands up to scrutiny against a priori information. For further details on the interpretation, refer to Saygin (2007).

The variation between models in the ambient noise solution ensemble, as summarized in Fig. 8(d), appears to indicate that the average solution model is optimally constrained in southeast Australia and the western half of Western Australia. A synthetic checkerboard resolution test (Fig. 10) using the same source and receiver geometry appears to support this result. Although it is difficult to directly compare robustness estimates produced by these two methods, there does not appear to be any major discrepancies between the maps in Figs 8(d) and 10(b). This is a reassuring result, particularly considering the amplitude of the velocity heterogeneity that is recovered (±30 per cent).

The dynamic objective function scheme proposed in this paper is not free from ‘tuning’ parameters. The most obvious are $\lambda$, $p$ and $\xi$ (see eq. 4), which control the shape of the local maximum inserted into the misfit landscape. Indeed, the function used to define the evolution term itself was chosen arbitrarily; the only requirement was that it is a maximum at a given point in model space, and decays to zero away from that point. Many other penalty functions could be used including quadratic, exponential and logcosh (Pierro, 1995), although in the case of quadratic functions, the global influence on the misfit surface is undesirable (see Section 2.1). However, any function that exhibits a central maximum and decays to zero will contain free parameters that control its shape. Ideally, if one could use the data to help constrain these parameters in the inversion rather than choose them via trial and error, the scheme would be much more appealing. Ultimately, we have only just started to explore the possibilities of this dynamic regularization technique, and it may be that other ways of modifying the misfit landscape in response to the generation of successive solutions will turn out to be superior. On the other hand, we have clearly shown that our approach can work effectively, and sensible choices for the free parameters can be made by taking into account the behaviour of the data misfit and model evolution term. While it will never be able to explore parameter space as extensively or thoroughly as Monte Carlo direct search methods, the clear advantage of the gradient-based technique is that it can deal with very large tomographic problems, and does not need to produce a highly populated solution ensemble in order to make meaningful inferences.

In conclusion, the results of this study suggest that the new gradient-based technique is capable of revealing robustly constrained information contained in noisy and inhomogeneous data sets, and offers a viable alternative to the various classes of synthetic resolution tests and linear error analyses that are currently in use. The modifications required to implement the method with pre-existing gradient based codes should be minimal, which is an added incentive for its use. Although the scheme advocated in this paper has shown itself to be practicable, it may well be improved by further work into the choice of evolution term and starting model used to generate each new solution in the ensemble.
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